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Abstract—Caching has been considered as a promising solution
to achieve low latency in distributed erasure coded storage systems.
The previous research work categorizes all feasible caching deci-
sions into a set of cache partitions, and then obtains the optimal
solution by applying the market clearing price on each cache
partition. While enjoying the ultimate performance of low data
access latency, the optimal scheme suffers from high computation
overheads when applied to large-scale storage systems. This paper
presents SampleX, which constructs the sparsification of cache
partitions through sampling to approximate the optimal caching
scheme with substantially reduced computation complexity. Theo-
retical analysis guarantees the performance of SampleX. Further-
more, SampleX is implemented in a streaming fashion, capturing
the characteristics of recent traffic for online cache content replace-
ment. Trace-driven experimental results show that online SampleX
is up to 95× faster than the state-of-the-art online scheme while
only incurring a performance loss of 0.81%.

Index Terms—Caching, cloud-edge storage systems, erasure
codes, sampling.

I. INTRODUCTION

THE flourish of data-intensive applications, e.g., online
video streaming, Big Data analytics, and social network-

ing, has put significant burdens on the underlying storage sys-
tems. According to the prediction from International Data Cor-
poration, the global data will grow to 175 Zettabytes by the
coming year 2025 [1]. Modern distributed storage systems, e.g.,
Amazon Simple Storage Service (S3) [2], Google Cloud Stor-
age [3], and Microsoft Azure [4], often use erasure codes since
they provide space-optimal data redundancy for high reliability.

As one of the most widely used erasure codes, the (K,R)
Reed-Solomon (RS) code generates K data chunks and R parity
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chunks for each data item. Since RS codes are able to detect and
correct data errors of up toR chunks, theR-fault tolerance can be
achieved by placing chunks at different storage locations. Com-
pared with other data protection methods, e.g., data replication
with a minimum of 2× redundancy, erasure codes significantly
reduce storage costs while keeping the same or higher level
of reliability [5], [6]. In the considered geo-distributed storage
systems, erasure codes incur high data access latency as users
access multiple remote storage nodes for data reconstruction.

As supplements to the geo-distributed storage systems, major
content providers and distributors, e.g., Google and Akamai,
deploy edge servers between users and Wide Area Networks
(WANs) to achieve low latency [8], [9]. The edge servers have
cached a pool of frequently accessed data items to serve requests
from users. Although typically with limited cache capacity [13],
the edge servers can be flexibly deployed according to user
needs. Many existing works investigated caching policies at the
data item level to increase cache hit ratio [11], [14], [15], [16],
minimize service latency [12], or achieve load balancing [17],
[18]. Due to the limited cache capacity, caching entire data
items may not yield the lowest data access latency in distributed
coded storage systems [6], [7]. The network conditions from
some storage nodes may be better than others. Caching certain
data chunks of some popular data items can not only alleviate
the bottleneck of high data access latency but also tackle the
limitations of cache capacity [19], [20].

To the best of our knowledge, we were the first to investigate
the optimal scheme to determine which chunks should be cached
at the edge servers for low data access latency [21]. Through
iterative search, all feasible caching decisions are categorized
into a set of cache partitions χ based on the number of cached
chunks for each data item. The optimal caching decision can
be obtained by applying the market clearing price [22] on all
cache partitions, which, however, faces the challenges of high
computation overheads. Guided by the offline optimal scheme,
an online near-optimal scheme [21] is also designed to update
the caching decision upon the arrival of each request. As the
computation complexity (which is determined by the number
of cache partitions) grows exponentially with the increase of
K, the online near-optimal scheme works well when K is
relatively small. However, in real-world storage systems, e.g.,
Microsoft Pelican withK = 15 [23], the computation overheads
are considerably high. Experimental results in Section V-B
show that the edge server needs tens of milliseconds com-
putation delay to update the caching decision of each data
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request, which is the direct consequence of high computation
overheads.

To address the challenges, we propose to construct the spar-
sification of cache partitions through sampling on χ, reducing
the computation overheads while still preserving the ultimate
performance of caching on latency reduction. The main contri-
butions are summarized as follows:
� Instead of using exhaustive search over all cache partitions

for the optimal decisions, we investigate the performance of
different cache partitions and identify the “dense” structure
and rough periodicity of the incurred data access latencies,
which motivates the design of SampleX.

� We propose a simple but efficient SampleX scheme. Pre-
liminary experimental results demonstrate the efficacy of
SampleX. The optimal scheme can be well approximated
by just considering a small number of samples even with
millions of cache partitions in χ.

� Theoretical analysis provides the worst-case performance
guarantee of the proposed scheme SampleX.

� A prototype of the distributed coded storage system is built
based on Amazon S3. Driven by real-world data request
traces, experimental results show that SampleX is up to
95× faster than the online near-optimal scheme while
maintaining a similar low data access latency.

The rest of this paper is organized as follows. Section II
reviews the related work. Section III presents the research back-
ground. Section IV presents the design of SampleX. Section V
evaluates the performance of SampleX based on experiments.
Section VI draws the conclusion and discusses future work.

II. RELATED WORK

Caching at the data item level: As a promising solution to
achieve low latency, caching design has received a significant
amount of research attention. Belady’s MIN [11] evicts the data
item with the furthest next request, which has been considered
as the standard offline optimal caching algorithm. However,
Belady’s MIN assumes perfect knowledge of future requests,
which is impractical. By considering the request recency and fre-
quency features, a group of research efforts focus on maximizing
cache hit ratios, with significant advances in recent work [14],
[15], [24], [25]. These schemes rely on heuristics to maintain
an ordering of the cached data items for eviction decisions.
Unlike previous studies that try to optimize heuristics-based
algorithms, Song et al. [16] proposed a learning-based scheme to
approximate Belady’s MIN with high efficiency. Atre et al. [12]
found that the hit-rate optimal Belady’s MIN may not be latency
optimal under the influence of high data access latency. The
minimum latency caching was constructed as a Minimum-Cost
Multi-Commodity Flow problem with an efficient heuristic
ranking algorithm as a solution. These previous studies focus
on caching at the data item level. If the data items are encoded
into multiple chunks with erasure codes, keeping a full copy of
data items may not enjoy the lowest data access latency.

Caching in coded storage systems: Ma et al. [26] proposed
an ensemble scheme of data replication and erasure codes to
reduce storage costs and data access latencies. Previous research

Fig. 1. Geo-distributed storage system with caching at the edge servers is
shown. End users send data requests to their nearest edge servers, which have
cached a pool of popular data chunks from remote storage nodes.

work [27] indicated that caching a partial number of chunks had
more scheduling flexibility. Assuming an oracle about the data
request rates, an analytical framework was proposed to optimize
the cache contents for low latency. In coded storage systems,
Al-Abbasi et al. [28] proposed a time-to-live cache scheme to
jointly reduce the mean and tail service latencies. EC-Cache [29]
uses online erasure coding to achieve load balanced and low
latency cluster caching. Agar [7] extends the application sce-
nario of erasure codes to geo-distributed storage systems. Agar
is a dynamic programming-based scheme which pre-computes
a cache configuration for a certain time with no worst-case
performance guarantees. Unlike Agar, [20] proposed an adaptive
content replacement scheme, which could achieve at least 50%
of the maximum reducible latency in theory. Our paper [21] is the
first work that explores the optimal caching solution to achieve
low latency in distributed coded storage systems. The proposed
SampleX is a novel extension to the optimal caching scheme [21]
based on sampling, reducing the computation overheads by
orders of magnitude while maintaining the performance of low
data access latency.

Random sampling: Sampling is a very versatile and powerful
tool for estimating vital properties of large-scale data sets by
maintaining random samples [30]. Dobra et al. [31] designed
a sharing scheme of query samples to improve the efficiency of
stream data processing. In geo-distributed storage systems, Yu
et al. [32] proposed a sampling-based scheme to simplify the
formulated hypergraph of data replica placement, reducing the
computation overheads. This paper applies sampling to achieve
near-optimal caching in distributed coded storage systems for
the first time. Unlike the previous random sampling schemes
which typically have no worst-case performance guarantees,
we analyze the structures of caching decisions and propose
SampleX with a theoretical guarantee.

III. BACKGROUND

A. Geo-Distributed Coded Storage System

We consider a geo-distributed storage system as in Fig. 1,
which contains a set of storage nodes N distributed at various
locations (with size N = |N |).1 Each storage node may rep-
resent a data center in the real world. The set of stored data

1Table I shows the major notations adopted in this paper.
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TABLE I
NOTATIONS

items is denoted byM (with size M = |M|). Using the same
settings as in Hadoop [34], all data items (e.g., file blocks) are
of the same block size. The (K,R) RS codes are adopted as the
storage scheme to achieve the targeted reliability with maximum
storage efficiency. With a generator matrix, RS codes divide each
data item into equal sized K data chunks and generate R parity
chunks. As shown in Fig. 1, the coded chunks are distributed
among storage nodes.2 We choose not to place the coded chunks
at a single storage node because it will increase the data access
latency of end users far away from the node [8].

The flow of data read is generalized as follows: when a data
item is requested, the read request is fulfilled by accessing
K data chunks from remote storage nodes, reconstructing the
needed data item with low overheads. If the data chunks are
provisionally unavailable, the needed data item can be recovered
via the decoding from any K out of K +R data and parity
chunks. The parity chunk retrieval for data recovery is defined as
degraded read, which inherently incurs a non-negligible compu-
tational [5]. Therefore, the degraded read will only be triggered
when the data chunks are provisionally unavailable from the
storage nodes. Furthermore, data write is not considered in this
paper.3

To serve geographically dispersed end users, caching at edge
servers is adopted for low data access latency. Each edge server
creates a Dynamic Random Access Memory (DRAM) caching
layer (with capacity C) to cache popular data chunks near end
users. At each edge server, a thread pool is adopted to access data
chunks in parallel. Without server failure, only data chunks will
be cached to avoid degraded read. As shown in Fig. 1, instead
of interacting with remote storage nodes directly, end users send
data requests to the nearest edge server. In geo-distributed coded
storage systems, previous studies demonstrate that caching all

2By default, data replication at the remote storage nodes is not considered to
ensure low storage overheads. Our design can be extended to the scenario of data
replication. If more copies of coded data chunks exist, the data request is served
by fetching K data chunks from the closest storage nodes. The performance of
replication is evaluated in Sec. V-C.

3The reason is that many storage systems, e.g., Content Delivery Networks
(CDN), are append-only where data items are immutable. Data items with any
updates are treated as disparate data items [5].

Fig. 2. Example of the distributed coded storage system with caching at the
edge server is shown. Each data item is coded into K = 3 data chunks. The
coded parity chunks are not shown as only data chunks are accessed unless data
chunks are temporarily unavailable due to storage node or network failure.

chunks for each data item may not yield the lowest data access
latency [7], [21]. This is mainly because in the caching services,
geographically distributed data chunks contribute differently to
the latency reduction. Due to the scarcity of DRAM resources at
the edge servers, not all M ·K data chunks can be cached in the
caching layer. To minimize the overall data access latency, the
caching scheme should determine which data chunks to cache
for each data item.

B. Problem Statement

Let rm denote the request popularity of data item m. Let Li

denote the average data access latency from storage node i to end
users,4 i ∈ N . Based on the storage location information of data
chunks, the latency of chunk retrieval {lm1

, . . ., lmK
} for data

item m can be obtained. Data chunks are re-labeled according
to the latency in descending order, i.e., lm1

≥ . . . ≥ lmK
. To

progressively reduce the latency, the data chunk with higher
access latency will always be cached first. Let us use data item
A in Fig. 2 as an example. Without caching, the access latency is
determined by the chunks placed at the farthest storage node, i.e.,
A1 andA2. WhenA1 andA2 are cached, the access latency is de-
termined by the farthest uncached chunk, i.e., A3. For each data
item, a (K + 1)-dimensional array τm = {τm,0, τm,1, . . ., τm,K}
is maintained

τm,k =

⎧⎨⎩
0, if k = 0,
rm · (lm1

− lmk+1
), if k ∈ {1, . . .,K − 1},

rm · lm1
, if k = K,

(1)
where τm,k represents the total reduced latency when k data
chunks are cached. As caching more data chunks for a data item
is always beneficial to latency reduction for that data item, we
have

τm,k−1 ≤ τm,k, k ∈ {1, . . .,K}. (2)

To maximize the total amount of reduced latency Θ, we need
to determine the number of cached data chunks for each data
item λm, λm ∈ {0, . . .,K}, m ∈M, i.e.,

max
λm∈N,m∈M

Θ(λm) =
∑

m∈M τm,λm

s.t. 0 ≤ λm ≤ K,∑
m∈M λm = C,

(3)

where
∑

m∈M λm = C ensures that the cache capacity is fully
utilized for latency reduction.

4The edge servers are deployed near end users. Compared with the high access
latency over WAN (in hundreds of milliseconds), the latency from the edge server
to end users is negligible.
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C. Overview of the Optimal Caching Scheme

Unlike traditional studies which typically use heuristics to
solve the integer caching problem for suboptimal solutions, [21]
designed a novel scheme based on cache partitions and market
clearing price to find the optimal caching decision for low
latency. The optimal scheme is an offline solution by assuming
the future network condition and data popularity information
are available. The fundamentals of the method are introduced as
follows:

1) Cache partitions: Let {x1, . . ., xK} ∈ χ denote a partition
of caching decisions, where xk represents the number of data
items with k data chunks cached. According to the constraints
in (3), {x1, . . ., xK} satisfies the Diophantine equations{

x1 + 2x2 + · · ·+K · xK = C,
x1 + x2 + · · ·+ xK ≤M.

(4)

The complete set of cache partitions χ can be derived via
iterative search. Initially, {x1, x2, . . ., xK} = {C, 0, . . ., 0} is a
feasible solution if C ≤M . Then, the values of {x2, . . ., xK}
are iteratively increased and x1 is set to C −

∑K
k=2 k · xk.

For example, let K = 3 and C = 4. Four cache partitions,
i.e., {4, 0, 0}, {2, 1, 0}, {0, 2, 0}, and {1, 0, 1}, are sequentially
appended to χ.5 Theoretical analysis shows that the set size
|χ| <

∏K
k=2(�Ck �+ 1) [21]. 2) Market clearing price for opti-

mal caching decision: For a cache partition {x1, . . ., xK}, we
should determine which data itemm ∈M should be assigned to
xk. For example, if m is assigned to xk, the caching decision is
λm ← k. The data items and cache partitions can be considered
as sellers and buyers, respectively. Based on the valuation array
in (1), each buyer has a valuation τm,k for each data item. To
maximize the reduced latency, cache partitions compete for data
items with higher valuations. A perfect matching between buyers
and sellers can be obtained by gradually increasing the price of
competed data item pm from 0. Then, the valuation is updated
with τm,k − pm. The introduction of price pm is known as the
market clearing price method, which yields the optimal decision
for each cache partition [22]. Theoretical analysis shows that
the computation complexity of market clearing price for a cache
partition isO(MPK), whereP is the “potential energy” driving
the pricing process.

P =

K∑
k=1

sum_top
m∈M

{τ(m, k), xk}, (5)

and function sum_top
m∈M

{τ(m, k), xk} represents the sum of

largest xk elements. The global optimal caching decision is
obtained by considering the perfect matching for all cache par-
titions in χ. The computation complexity of the optimal scheme
is no more than O(MPK ·

∏K
k=2(�Ck �+ 1)).

5The iterative search can also be applied to the scenario of C > M by
removing the derived cache partitions with x1 + x2 + · · ·+ xK > M in χ.
For example, if M = 3, {4, 0, 0} will be removed.

TABLE II
NUMBER OF CACHE PARTITIONS |χ| AND THE AVERAGE RUNNING TIME (ART)
OF THE OPTIMAL SCHEME WITH THE VARIATION OF CACHE CAPACITY C AND

NUMBER OF CODED DATA CHUNKS K

D. Drawback of the Optimal Caching Scheme

In theory, the optimal scheme achieves the lowest data access
latency. On the downside, however, it causes unacceptable com-
putation overheads when applied to a large-scale storage system.
According to the analysis in Section III-C, the computation
complexity of the optimal scheme is mainly determined by the
total number of cache partitions |χ|. Table II shows |χ| with
the variation of cache capacity C and number of data chunks
per data item K. Fixing K = 6, when C increases from 40 to
120 data chunks, |χ| increases rapidly from 3,692 to 436,140.
Fixing C = 100 data chunks, with the increase of K from 2
to 10, |χ| increases exponentially from 51 to 6,292,069. With
the increase of C and K, the Average Running Time (ART)
of the iterative search method for χ reaches up to hundreds of
seconds. Furthermore, with millions of required iterations |χ|,
the ART of the market clearing price method for a round of
optimization reaches up to tens of hours.6 The situation gets even
worse when the optimal scheme is applied to real-world storage
systems, e.g., Microsoft Pelican withK = 15with a larger cache
capacity [23]. The long ART implies that the optimal scheme
reacts slowly to real-time network changes.

IV. DESIGN OF SAMPLEX

In this section, we theoretically analyze the structure of cache
partitions and compare the performance of various sampling
schemes, which motivates the design of SampleX, an exten-
sion to the optimal caching scheme through sampling on set
χ to address the problem of high computation overheads. The
streaming-based implementation of SampleX captures the sta-
tistical characteristics of the recent request traffic, ensuring that
the caching problem can be solved in an online manner.

A. Theoretical Analysis of Cache Partitions

Intuitively, to obtain near-optimal caching decisions, we do
not need to consider all cache partitions in χ. In this way, the
computation complexity can be reduced with a decreased set
size. The key challenges are 1) which cache partitions should be
selected, and 2) how far is the latency reduction performance of
this selection from the optimal value? To solve these challenges,

6Please see Section V-A for details of the experimental setup.
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we explore the structure of the solution space χ with the follow-
ing theoretical analysis, which guides us to construct a subset χ̃
via sampling.

Definition 1: For any two cache partitions {x1, . . ., xK} and
{x′1, . . ., x′K} in χ, if ∃k ∈ {2, . . .,K}, xk−1 ≥ x′k−1, xk <
x′k, xk+1 ≤ x′k+1, . . ., xK ≤ x′K hold, it can be defined that
{x1, . . ., xK} is prior to {x′1, . . ., x′K} in the sequence of χ.

Considering the example in Section III-C with K = 3 and
C = 4, cache partition {2, 1, 0} is prior to {1, 0, 1}. Then, we
have the following Lemma.

Lemma 1: Let {x∗1, . . ., x∗K} denote the optimal cache par-
tition with the reduced latency in maximum Θ∗. For an arbi-
trary cache partition {x1, . . ., xK} with reduced latency Θ, if
{x1, . . ., xK} is prior to {x∗1, . . ., x∗K}, the approximation ratio
Θ∗

Θ could be positive infinity.
Proof: We prove the statement is correct by construction. Let

K = 3, C = 4, and M = 4. Fig. 2 shows an example of the
distributed coded storage system. The data storage locations,
the average data access latencies and the request popularities
are provided. The valuation arrays are⎧⎪⎪⎨⎪⎪⎩

τA = {0, 0, 1, 1 + σ},
τB = {0, 0, 0.9, 1},
τC = {0, 0, 0.9, 1},
τD = {0, 0, 0, 1}.

(6)

We assume σ is an arbitrarily large positive number. The
optimal caching partition {x∗1, . . ., x∗K} is {1, 0, 1} with Θ∗ =
1 + σ. For all cache partitions prior to {x∗1, . . ., x∗K}, i.e.,
{4, 0, 0}, {2, 1, 0}, and {0, 2, 0}, we have Θ equals 0, 1,
and 1.9, respectively. In this case, the approximation ratio is
Θ∗

Θ →∞.�
Let χ[−1] = {x[−1]

1 , . . ., x
[−1]
K } denote the last cache partition

in the sequence of χ with reduced latency Θ[−1].

x
[−1]
k =

⎧⎨⎩
�CK �, if k = K,
1, if k = C mod K,
0, otherwise.

(7)

The intuition of χ[−1] is to cache data items in their entirety
as many as possible.7 Lemma 1 shows that if χ[−1] is not
considered, the performance could be arbitrarily bad. Theorem 1
provides the worst-case performance bound of χ[−1].

Theorem 1: When only considering the last cache partition
χ[−1], the worst-case approximation ratio is Θ[−1]

Θ∗ > 1
K+1 .

Proof: For caching partition χ[−1], letM[−1]
1 denote the set

of data items where the number of cached chunks lies between
1 and K − 1. Let M[−1]

2 denote the set of data items with K
chunks cached, which are defined as{

M[−1]
1 = {m ∈M | εm ∈ {1, . . .,K − 1}},

M[−1]
2 = {m ∈M | εm = K},

(8)

where εm is the caching decision derived by the market
clearing price in [21]. Let Θ[−1]

1 and Θ
[−1]
2 denote the amount

7In large-scale storage systems, the cache capacityC is larger than the number
of coded data chunks K, i.e., C ≥ K.

Fig. 3. Illustration of caching decision sets.

of reduced latency for setM[−1]
1 andM[−1]

2 , respectively. Let
{x∗1, . . ., x∗K} denote the optimal cache partition with the re-
duced latency in maximum Θ∗. For {x∗1, . . ., x∗K}, M∗

1, M∗
2,

Θ∗1, and Θ∗2 can be defined in the same way. Fig. 3 shows an
illustration of caching decision sets.

1) We consider setsM∗
2 andM[−1]

2 first.
� For m∗,m ∈M[−1]

2 ∩M∗
2 (denoted by set 6© in Fig. 3),

τm∗,K = τm,K always holds with m∗ = m.
� If M∗

2 \M
[−1]
2 �= ∅ (denoted by set 7© in Fig. 3), for

∀m∗ ∈ 7©, ∀m ∈M[−1]
2 \M∗

2 (denoted by set 4© ∪ 5©
in Fig. 3), τm∗,K = τm,K also holds. This is because the
market clearing price outputs the optimal decision for
caching partition χ[−1]. If τm∗,K > τm,K , m ∈ 4© ∪ 5©
will be replaced by m∗ ∈ 7© for further latency reduction.
Similarly, the market clearing price also outputs the optimal
decision for {x∗1, . . ., x∗K}. If τm∗,K < τm,K ,m∗ ∈ 7©will
also be replaced by m ∈ 4© ∪ 5©. This indicates that for
∀m,m′ ∈ 4©∪ 5©, if τm,K �= τm′,K , we have set 7©= ∅.

The definition in (7) means that x∗K ≤ x
[−1]
K . With |M∗

2| ≤
|M[−1]

2 |, we have

Θ∗2 ≤ Θ
[−1]
2 . (9)

2) Then, we consider setsM∗
1 andM[−1]

2 .
� For ∀m∗ ∈ M∗

1 \M
[−1]
2 (denoted by set 2© ∪ 3© in

Fig. 3), ∀m ∈M[−1]
2 \M∗

1 (denoted by set 4© ∪ 6©
in Fig. 3), we have τm∗,εm∗ ≤ τm,K . This is because if
τm∗,εm∗ > τm,K , as 1 ≤ εm∗ ≤ K − 1,mwill be replaced
bym∗ for further latency reduction with the market clearing
price.

� According to (2), for ∀m∗,m ∈M∗
1 ∩M

[−1]
2 (denoted by

set 5© in Fig. 3), τm∗,εm∗ ≤ τm,K also holds withm = m∗.

Therefore, the value of Θ∗1/Θ
[−1]
2 is less than the ratio of the

numbers of cached data items

Θ∗1

Θ
[−1]
2

≤
∑K−1

k=1 x∗k

x
[−1]
K

. (10)

Then, we have the following two different cases:
1) x∗K ≥ 1: According to (4), we have

∑K−1
k=1 x∗k ≤ C −K.

According to (9) and (10), the approximation ratio is

Θ∗

Θ[−1] ≤
Θ∗2

Θ
[−1]
1 +Θ

[−1]
2

+
Θ∗1

Θ
[−1]
2

≤ 1 +
C −K

�CK �
< K + 1.

(11)
2) x∗K = 0: We have Θ∗2 = 0. Furthermore, according to (7),

the caching decision εm = C mod K, m ∈M[−1]
1 .
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Fig. 4. Experimental results show the average data access latencies of all caching partitions in χ under various settings.

Fig. 5. Experimental results show the approximation performance of sampling schemes under various settings.

Fig. 6. Another example of the distributed coded storage system with caching
at the edge server is shown. Compared with Fig. 2, the storage locations of data
items are changed but still K = 3.

� If ∃m∗ ∈ M∗
1 with the caching decision εm∗ > C mod K,

we have
∑K−1

k=1 x∗k < C − C mod K + 1. The approxi-
mation ratio is

Θ∗

Θ[−1] =
Θ∗1

Θ
[−1]
1 +Θ

[−1]
2

<
C − C mod K + 1

�CK �
< K + 1.

(12)
� If ∀m∗ ∈ M∗

1 with the caching decision 1 ≤ εm∗ ≤
C mod K, we have τm∗,εm∗ ≤ τm,εm , ∀m ∈M[−1]

1 ∪
M[−1]

2 . The approximation ratio is less than the ratio of
the numbers of cached data items

Θ∗

Θ[−1] =
Θ∗1

Θ
[−1]
1 +Θ

[−1]
2

≤ C

�CK �+ 1
< K. (13)

According to (11), (12), and (13), we can conclude that
Θ[−1]

Θ∗ > 1
K+1 . �

We use a simple example in Fig. 6 to demonstrate that the
approximation ratio is a fairly tight bound. Compared with Fig. 2,
we change the storage locations of data items. Furthermore, we
set the cache capacity C = 3. The valuation arrays are⎧⎪⎪⎨⎪⎪⎩

τA = {0, σ − 1, σ − 1, σ},
τB = {0, σ − 1, σ − 1, σ},
τC = {0, σ − 1, σ − 1, σ},
τD = {0, 0, 0, 0.1}.

(14)

As σ is an arbitrarily large positive number, the optimal
caching partition {x∗1, . . ., x∗K} is {3, 0, 0} with Θ∗ = 3σ − 3.

If only the last cache partition χ[−1] = {0, 0, 1} is considered,
we have Θ[−1] = σ. This means Θ[−1]

Θ∗ = σ
3σ−3 > 1

K > 1
K+1 as

K = 3. The approximation performance can be further im-
proved if more than one sample can be considered.

B. Performance Comparison of Sampling Schemes

Beyond the theoretical analysis above, we investigate the
structure of cache partitions and then compare the performance
of four sampling schemes through preliminary experiments.8

Fig. 4 illustrates the average data access latencies for all caching
partitions in χ under three different settings selected from
Table II. Based on experimental results, we have the following
two observations: 1) The average data access latencies of all
cache partitions show periodicity, although the patterns are
unstable and change under different settings. Due to the peri-
odicity, the variation interval of data access latencies incurred
by all cache partitions is bounded. A “dense” structure of cache
partitions can be observed in the real-world storage system. 2)
The optimal caching decision is influenced by the settings, i.e.,
cache capacityC, number of coded data chunksK, and valuation
array τm. Although the periodicity can be observed, it is hard
to use this information to directly obtain the optimal caching
decisions as the periodicity changes under different settings.
Therefore, we choose to achieve near-optimal performance via
sampling, with no need to consider all cache partitions. The
following four sampling schemes are used to construct the cache
partition subset χ̃.

Random sampling (RandS): Let S = |χ̃| denote the pre-
defined number of samples. We randomly selectS samples from
χ.

Cluster sampling (CluS): In this scheme, we utilize the
periodicity of caching partitions. First, we select a cluster by

8Please see Section V-A for details of the experimental setup. The storage
nodes are deployed over N = 6 Amazon Web Services (AWS) regions. The
edge server is deployed in Victoria, BC, Canada.

Authorized licensed use limited to: Memorial University. Downloaded on March 05,2024 at 20:03:11 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: SAMPLING-BASED CACHING FOR LOW LATENCY IN DISTRIBUTED CODED STORAGE SYSTEMS 4281

randomly choose xK ∈ {0, . . ., �CK �}. Then, S samples are
randomly chosen from the selected cluster.

Probabilistic sampling (ProbS) [32]: Similar to CluS, we
utilize the periodicity by randomly choosing S samples from a
cluster. Fig. 5 shows that the cache partitions with lower data
access latencies are more likely to be in the front part of χ.
Different fromCluS, the clusterxK ∈ {0, . . ., �CK �} is choosen
according to the probability

pxK
=

(�CK �+ 1)− xK

1 + 2 + · · ·+ (�CK �+ 1)
, (15)

which means the cluster in the front part is assigned with a higher
selection probability.

Systematic sampling (SysS) [33]: It is a deterministic
scheme. The sequence of χ is divided into S equal-sized in-
tervals. The last cache partition in each interval will be selected.
For example, let |χ| = 100 and S = 4, the 25-th, 50-th, 75-th,
and 100-th cache partitions are added to set χ̃.

After the construction of cache partition subset χ̃, the market
clearing price method is adopted to calculate the amount of
reduced latencyΘ for all samples in χ̃. The caching decision λm

is obtained by selecting the caching partition with the highest
latency reduction, m ∈M.

Experimental results in Fig. 5 show the approximation per-
formance of data access latencies incurred by the four sampling
schemes. Surprisingly, RandS performs better than CluS and
ProbS. The main reason is that the periodicity is unstable
and may change under different settings. It is easy to select
a cluster with high data access latency. In contrast, RandS
takes better advantage of the “dense” structure for performance
approximation. Fig. 5 illustrates the average data access latency
of RandS over 100 rounds of execution and its 90% confidence
interval. As expected, more samples improve the approximation
performance but have diminishing returns. With S = 5 samples,
RandS yields the average data access latencies of 616.23 ms,
501.03 ms, and 580.41 ms for the three different settings, respec-
tively. When compared with the offline optimal scheme, RandS
only incurs a performance loss of 1.37%, 1.89%, and 2.02%,
respectively. Fig. 5 also shows that RandS performs better than
SysS.

C. Offline SampleX

Theoretical analysis and experimental results motivate the
design of SampleX.
� The last cache partition χ[−1] is added into set χ̃, ensuring

that the offline SampleX scheme has a worst-case perfor-
mance guarantee under any circumstances, e.g., the exam-
ple in Lemma 1. If S = 1, only χ[−1] will be considered.

� For the remaining cache partitions in set χ \ {χ[−1]}, we
rely on RandS to construct χ̃ as it only incurs a perfor-
mance loss of about 2%.

Although with good approximation performance, the main
drawback of RandS is also the long computation delay because
the iterative search for χ introduces non-negligible computa-
tion overheads. As the market clearing price method needs
O(MPK) steps to finish, the computation complexity of the

TABLE III
ART OF OFFLINE SAMPLING SCHEMES (MS) UNDER VARIOUS SETTINGS

Algorithm 1: Offline SampleX.
Input: Valuation array τ , number of samples S.
Output: Subset χ̃ and caching decision λm.
Initialization: ∀λm ← 0, χ̃← ∅.
1: Calculate the last cache partition χ[−1] based on (7)

and add it to set χ̃;
2: while |χ̃| < S do
3: C ′ ← C;
4: Randomly shuffle K = {2, . . .,K};
5: for k ∈ K do
6: Randomly set xk from {0, . . ., �C ′k �};
7: C ′ ← C ′ − xk · k;
8: end for
9: x1 = C ′;

10: Add {x1, . . .xK} to χ̃ if {x1, . . .xK} /∈ χ̃;
11: end while
12: for cache partition {x1, . . ., xK} ∈ χ̃ do
13: Invoke the market clearing price method in [21] to

obtain temporary caching decision λ̃m, m ∈M;
14: ∀λm ← λ̃m if

∑
m∈M τm,λm

<
∑

m∈M τm,˜λm
;

15: end for

market clearing price method is O(SMPK). With the set size
|χ| <

∏K
k=2(�Ck �+ 1), the computation complexity of RandS

is O(
∏K

k=2(�Ck �+ 1) + SMPK). So in the design of Sam-
pleX, we go one step further by implementing RandS with no
need to acquire the complete set of χ, which can further reduce
the computation overheads.

The pseudo code of SampleX is listed in Algorithm 1. The
random shuffling and value selection (Line 2–11) ensure that
each caching partition has the same probability to be selected in
χ̃with the computation complexity ofO(SK). The computation
complexity of SampleX is reduced to O(SMPK). As shown
in Table III, compared with RandS, SampleX can reduce the
computation overhead significantly without sacrificing the ap-
proximation performance. WithS = 5 samples, SampleX yields
the average data access latencies of 617.90 ms, 501.97 ms,
and 581.13 ms for the three different settings, respectively.
Compared with the offline optimal scheme, SampleX only incurs
a performance loss of 1.65%, 2.08%, and 2.11%, respectively.
As shown in Tables II and III for the three selected settings, the
ART is reduced by 715×, 26,453×, and 125,389×, respectively.
Results on other settings in Table II are not shown but are similar.

As shown in Table II, the offline optimal schemes may contain
millions of caching partitions. Then, we explain why SampleX
can approximate the optimal scheme well with only several
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Fig. 7. CDF of the average data access latencies for all cache partitions with
SampleX.

samples. Fig. 7 shows the Cumulative Distribution Function
(CDF) of the average data access latencies for all cache partitions
in set χ. If we randomly choose a sample from set χ \ {χ[−1]},
the probabilities p that the incurred data access latencies below
617.90 ms, 501.97 ms, and 581.13 ms (i.e., the average perfor-
mance of SampleX with S = 5) are 17.7%, 18.7% and 13.9%,
respectively. As offline SampleX selects the caching partition
with the highest latency reduction, the probabilities that the
incurred data access latencies below 617.90 ms, 501.97 ms, and
581.13 ms can be calculated by 1− (1− p)S−1, i.e., 54.2%,
56.3%, and 45.1%, respectively.

So far, our discussion is based on the assumption that future
data popularity and network condition information are known in
advance. The significance of offline SampleX is that it inspires
the design of an online scheme via sampling.

D. Online SampleX

Finally, we turn to the online setting, where we do not have
the knowledge of future data popularity and network condition
information. Fortunately, we can predict the future from the past.
Let T denote the data service period. With the streaming-based
implementation, the online SampleX captures the characteristics
of the recent traffic, updating the caching decisions upon the
arrival of each data request.

Data popularity: Exponentially Decayed Counter (EDC) [16]
approximately counts the number of requests for each data item,
which has been adopted to estimate future data popularity rtm in
real time, t ∈ T . Initially, rtm is set to 0. Then, Δm is updated
upon the arrival of each request for data item m, which denotes
the amount of time since m was last requested. Please note that
many successful heuristics applyΔ to update caching decisions,
such as least recently used (LRU) and its variants. Then, rtm is
updated as follows

rtm = 1 + rtm · 2−
Δm
2αr , (16)

where αr is a predefined discount factor to reduce the impact of
previous requests. In contrast with LRU which only cares about
the latest data request, EDC can accurately predict the decay
rate of data popularity over a longer period, which has been
widely applied in data block caching [16], [20], [35] and video
popularity estimation [36]. Another advantage is that EDC only
requires O(1) space to maintain the prediction information for
each data item.

Network condition: To identify the future trend of network la-
tency, Exponentially Weighted Moving Average (EWMA) [39]
is employed for analyzing the time series of data requests [37].

Then, Lt
i is updated after a data read operation from the edge

server to node i

Lt
i = αl · Lt

i + (1− αl) · ιi, (17)

where ιi is the measured end-to-end data access latency, and αl

is a predefined discount factor. Similar to EDC, EWMA also
needs O(1) space to maintain the prediction for each storage
node. To achieve low implementation overheads, we apply the
long-tested EDC and EWMA schemes to predict future data
popularity and network latency information. Recent research
advances in future information prediction, e.g., Least Hit Den-
sity (LHD) [15] and Hyperbolic [24], are also applicable to our
solution.

The online caching decision λt
m is updated in real time

according to the maintained data popularity rtm and network
latencies Lt

i, t ∈ T . The set of all data requests in period T is
denoted by Γ. When a data item m is requested, the valuation
array τm = {τm,0, τm,1, . . ., τm,K} is updated according to (16)
and (17) first. Then, the online scheme needs to determine 1)
whether m should be cached, and 2) which data items in the
caching layer are replaced. To ensure adaptivity, the challenge
is how to reduce the computation complexity of online caching
schemes while maintaining the performance of low data access
latency. An intuitive idea is to select a subset of replacement
candidates in the caching layer, without completely overriding
the existing decisions. For instance, Hyperbolic [24] and Learn-
ing Relaxed Belady (LRB) [16] obtain replacement candidates
through random selection, which may lead to arbitrarily bad
performance. In contrast, the online near-optimal scheme [21]
proposed a greedy scheme to generate the replacement candi-
dates, with which the worst-case performance guarantee can be
derived.

Online near-optimal scheme [21]: Let M̂′ denote the set of
cache replacement candidates. The data items with the lowest
valuations per unit (i.e., arg min

τn,λtn

λt
n

) in the caching layer are

successively added into M̂′. This is because the data items in
M̂′ are expected to be replaced first by the requestedm to reduce
the data access latency. Data item m is also added into M̂′. The
expansion of M̂′ needs K + 1 iterations at most (with |M̂′| ≤
K + 1) to ensure all K data chunks of m have a chance to
be cached. The iterative search algorithm calculates the cache
partition set χ̂ for M̂′. Based on subset M̂′ and χ̂, the market
clearing price method is invoked to update the caching decisions
λt
n, n ∈ M̂′. Theoretical analyses show that the approximation

ratio is 1− 2K−1
C . With |χ̂| < K!, the computation complexity

is less than O(K2PK!) in handling a data request.
Experimental results in [21] show that the online near-optimal

scheme performs well whenK is set to a relatively small number,
e.g., K = 6. When K is set to a larger number, e.g., K = 15 in
Microsoft Pelican, considerable computation overheads may be
encountered when updating caching decisions. Table IV shows
that the maximum number of required iterations |χ̂| in theory
increases quickly with the increase of K. Experimental results
in Section V-B also confirm our conclusion. With the increase
of K from 6 to 15, the ART of the online near-optimal scheme
increases rapidly from 2.21 ms to 27.41 ms to update the caching
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TABLE IV
MAXIMUM NUMBER OF REQUIRED ITERATIONS |χ̂| IN THEORY WITH

THE VARIATION OF K

Algorithm 2: Online SampleX.
Input: Valuation array τ and number of samples S.
Output: Online caching decision λt

m, m ∈M.
Initialization: ∀λt

m ← 0.
1: for data request γt

m ∈ Γ, t ∈ T do
2: Update {τm,0, τm,1, . . ., τm,K} based on (16)

and (17);
3: if

∑
n∈M λt

n ≤ C −K and λt
m < K then

4: λt
m ← K, add m to M̂;

5: else if
∑

n∈M λt
n > C −K and λt

m < K then
6: Invoke the online near-optimal scheme in [21]

to obtain data item subset M̂′;
7: Invoke Algorithm 1 to obtain samples χ̃ (let

χ̃ = χ̂ if |χ̂| < S) and online caching decision
λt
m;

8: end if
9: end for

decision for each data request. The long computation delay
indicates that high computation overhead is indeed encountered
with the online near-optimal scheme, especially when data items
are intensively requested. For example, the edge server needs to
handle tens of thousands of requests per second in CDN [16].
The high computation overheads may be unacceptable for the
resource limited edge servers.

Our observation in Section IV-C is that several samples are
enough to well approximate the optimal decision. Therefore,
we can also reduce the computation complexity of the online
near-optimal scheme through the proposed sampling scheme in
Algorithm 1. The pseudo code of the online SampleX scheme
is listed in Algorithm 2. With S samples, the computation
complexity of the online SampleX scheme is only O(K2PS)
in handling a data request. Please note that online SampleX
extends the online near-optimal scheme [21] (with approxima-
tion ratio 1− 2K−1

C ) through the proposed sampling scheme in
Algorithm 1. If only the last cache partition χ[−1] is considered,
the approximation ratio of is (1− 2K−1

C ) · 1
K+1 .

V. PERFORMANCE EVALUATION

In this section, a prototype of the distributed coded storage
system is built based on Amazon S3. Extensive experiments
are conducted by using Python to evaluate the performance of
SampleX.

A. Experimental Setup

The geo-distributed coded storage system contains N = 6
storage nodes, which are deployed over six Amazon Web Ser-
vices (AWS) regions, i.e., Tokyo, Ohio, Ireland, São Paulo,

Oregon, and Northern California. Each storage node creates
fifteen buckets, each of which represents a server for remote
data storage. The storage system is populated with M = 1, 000
data items [28], [40]. The zfec [41] library is used for the RS
codes implementation. The coded chunks of each data item are
of the same block size 1 MB [7], which are uniformly distributed
among six storage nodes to achieve load balancing.

To show the geographically dispersed feature of requests,
three edge servers are deployed on personal computers at various
locations, i.e., Victoria (V), Canada, San Francisco (SF), United
States, and Toronto (T), Canada. Each personal computer is
equipped with an Intel(R) Core(TM) i7-7700 HQ processor and
16 GB of memory. Memcached [38] module is used adopted
for data caching in DRAM. To request data chunks in parallel,
a thread pool is created on each edge server. The data services
last for an hour (T = 1).

MSR Cambridge Traces [42]: These are production traces
gathered from Microsoft Research, which have been extensively
adopted for the performance evaluation of caching schemes [12],
[15]. In this paper, these traces are used as the workloads of data
requests, but not the data sizes as they are not collected from
coded storage systems. All data items are assumed to be the
same size.

Besides the offline optimal scheme and the online near-
optimal scheme in [21], Agar [7] is also introduced as the
baseline for a fair performance comparison. Agar is a dynamic
programming-based caching scheme which iteratively caches
data chunks with larger request rates and higher data access
latencies. Agar can be considered as an offline scheme as it
optimizes the caching configuration for all data items in the
storage system.

B. Prototype Evaluation on Production Traces

Does the online SampleX approximate the offline optimal
scheme well? To answer this question, the average request
latencies provided by the five caching schemes are compared by
replaying the given traces. For simplicity, the average latency
represents that of all data requests from three edge servers in
the following. We set the cache capacity C = 100 data chunks
on three edge servers. The numbers of coded data and parity
chunks per data item are set to K = 6 and R = 3, respectively.
This case is considered as the offline optimal scheme is only
computationally feasible at a small scale (see Table II). With the
offline optimal scheme, the average request latency is 501.71 ms.

Through sampling on cache partitions, offline SampleX
achieves close-to-optimal performance. With the increase of
S from 1 to 20, the average request latency decreases from
562.52 ms to 507.12 ms. Furthermore, as shown in Fig. 8 and
Table V, offline SampleX (with S = 5) is about 2.6× faster
than Agar with smaller request latency. The main drawback of
offline schemes is that they require future request popularity of
all data items and network condition information, which may
not be practical in real-world storage systems. Therefore, we
mainly focus on online caching schemes in the following parts
of the paper. As shown in Fig. 8, compared with the offline
optimal scheme, the online near-optimal scheme only incurs a
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Fig. 8. Average data access latencies with C = 100 and K = 6.

TABLE V
ART OF OFFLINE SCHEMES AND THE ART OF ONLINE SCHEMES UPON THE

ARRIVAL OF EACH DATA REQUEST IN THE SCENARIO WITH C = 100,
K = 6 AND C = 1, 000, K = 15

performance loss of 2.13%. By applying sampling to the online
near-optimal scheme, the online SampleX scheme also achieves
close-to-optimal performance. With the increase of S from 1
to 20, the average request latency decreases from 573.67 ms to
512.47 ms.

With no need to completely override the existing caching
decisions, the average and the maximum number of required
iterations of the online near-optimal scheme |χ̂| are 5.62 and 32,
respectively. The ART is 2.21 ms upon the arrival of each data
request. Few extra delays will be introduced to handle intensive
data requests. As shown in Table V, the online SampleX scheme
can only slightly decrease the ART in the small-scale scenario
as online near-optimal is already very fast.

What are the overheads of using the online near-optimal and
online SampleX schemes? We then consider a more realistic
setting withC = 1, 000 data chunks andK = 15.9 As expected,
online SampleX achieves a similar performance to the online
near-optimal scheme. As can be seen in Fig. 9(a), the perfor-
mance loss is 1.72% when S = 5. Please note that due to the
nature of random sampling, online SampleX can have better
performance than the offline one in some scenarios.

In the current setting, the average and the maximum number
of required iterations of the online near-optimal scheme |χ̂| are
52.10 and 1,140, respectively. The ART increases to 27.41 ms.
Fig. 9(b) shows that as the number of required iterations is
bounded by S, considerable computation overheads can be
reduced by the proposed online SampleX scheme. As can be

9In the larger scale scenario, the offline optimal scheme is not included in the
comparison due to its prohibitively high computation overheads.

seen in Table V, the ART of online SampleX can be reduced
to 0.68 ms when S = 5. Please note that the ART of online
SampleX is 1.48 ms whenC = 100 andK = 6. This is because,
with the increase of cache capacity from 100 to 1,000, the cache
hit ratio increases from 20.88% to 67.27%. When a data request
arrives, the caching decision will not be updated if the data item
is already cached, i.e., nearly no overhead is introduced. This
means online SampleX is much more scalable for a large-scale
storage system than the online near-optimal.

More importantly, Fig. 9(c) shows that online SampleX can
reduce the tail latencies of scheme running time. The 99-th
and 99.99-th percentile tail latencies of the online near-optimal
scheme reach 549.88 ms and 1,119.56 ms, respectively. In con-
trast, whenS = 5, the 99-th and 99.99-th percentile tail latencies
of the online SampleX are reduced to 6.08 ms and 12.67 ms,
respectively. The online SampleX is much more efficient to
handle intensive requests without incurring much performance
loss even in the worst cases.

Beyond the data access latency and ART, Fig. 10 compares the
throughput with various caching schemes under two different
settings. Experimental results show that compared with Agar,
Online SampleX (S = 20) increases the throughput by 5.25%
with C = 100 and K = 6. Under the setting of C = 1, 000
and K = 15, the throughput of all caching schemes increases
as more requests can be served locally. Compared with Agar,
Online SampleX (S = 20) increases the throughput by 7.45%
in this case.

C. Impact of Factors

To fully evaluate the performance of various caching schemes,
the impacts of factors, i.e., cache capacity, number of coded
data chunks, number of data replicas, number of data items, and
server failure, are considered to fully evaluate the performances
of various caching schemes. By default, we set the cache capacity
C = 1, 000 data chunks. The number of data items is set to
M = 1, 000. Without considering data replication, the numbers
of coded data and parity chunks per data item are set to K =
15 and R = 3, respectively. With an overall consideration of
data access latencies and computation overheads, the number of
samples is set to S = 5.

Cache Capacity C: In this experiment, the cache capacity of
each edge server is increased from 800 to 4,000 chunks (i.e., with
cache capacity ranging from 800 MB to 4 GB at the resource-
limited edge server). With more data requests enjoying the bene-
fits of caching, the average data access latency decreases. Fig. 11
illustrates that the two online caching schemes achieve similar
performances under the variation of C. Compared with the
online near-optimal scheme, the performance loss incurred by
online SampleX ranges from 0.70% to 1.48%. With the increase
of cache capacity, the cache hit ratio of online SampleX increases
from 63.02% to 89.41%. With more requested data items already
in the caching layer, the caching decision will be less frequently
updated upon the arrival of requests. As shown in Table VI, the
ART of online SampleX decreases from 0.75 ms to 0.36 ms. For
the same reason, the ART of the online near-optimal scheme
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Fig. 9. Experimental evaluation with C = 1, 000 and K = 15.

Fig. 10. Throughput with various schemes.

Fig. 11. Impact of cache capacity.

Fig. 12. Impact of coded data chunks.

decreases from 31.78 ms to 8.31 ms. The online SampleX is at
least 23× faster than the online near-optimal scheme.

Number of Coded Data Chunks K: The size of data items is
increased from 9 MB to 18 MB. As the size of coded chunks
remains unchanged (1 MB), the number of coded data chunksK
changes from 9 to 18. The total number of data chunks increases
from 9,000 to 18,000. Fixing the cache capacityC = 1, 000 data
chunks, the cache hit ratio of online SampleX decreases from
78.24% to 63.85%. As shown in Fig. 12, the average data access
latency increases from 160.56 ms to 283.18 ms. Compared with
the online near-optimal scheme, the incurred performance loss
ranges from 0.81% to 1.84%. With the increase ofK, the average
number of required iterations of the online near-optimal scheme
|χ̂| increases from 15.58 to 125.17. The ART increases rapidly
from 2.61 ms to 68.24 ms. In contrast, with the number of
considered samples fixed at S = 5, the ART of online SampleX

TABLE VI
ART OF OFFLINE SCHEMES AND THE ART OF ONLINE SCHEMES UPON THE

ARRIVAL OF EACH DATA REQUEST UNDER VARIOUS SETTINGS

Fig. 13. Impact of data replicas.

increases slightly from 0.48 ms to 0.72 ms. The online SampleX
is up to 95× faster than the online near-optimal scheme.

Number of Data Replicas: With the consideration of repli-
cation, more copies of coded chunks will be placed at remote
buckets. Since the coded chunks are uniformly distributed,
more data chunks will be placed at the nodes close to end users
as the number of data replicas gets larger. Then, the faraway
storage nodes with high data access latency are no longer the
bottleneck. Fig. 13 shows that the average data access latency
of online SampleX is considerably reduced from 248.58 ms
to 86.56 ms. Compared with the online near-optimal scheme,
online SampleX is about 40× faster with a performance loss
ranging from 1.72% to 5.90%.
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Fig. 14. Impact of data items.

Fig. 15. Impact of server failure.

Number of Data Items M : As shown in Fig. 14, the number
of deployed data items M is increased from 800 to 5,000. With
the number of coded data chunks per data item K = 15, the
total number of data chunks increases from 12,000 to 75,000.
Due to the limited cache capacity C = 1, 000, more and more
data requests are served by fetching data chunks from remote
buckets. The cache hit ratio of online SampleX decreases
from 72.36% to 16.51%. Therefore, the average data access
latency increases from 211.01 ms to 640.34 ms. With the in-
crease of M , the caching decisions are more frequently updated
upon the arrival of data requests. The ART of online SampleX
increases from 0.46 ms to 1.87 ms. For the same reason, the
ART of the online near-optimal scheme increases from 19.73 ms
to 59.21 ms. Compared with the online near-optimal scheme,
online SampleX is over 30× faster with a performance loss
ranging from 1.72% to 4.57%.

Server Failure: The performance of caching schemes is eval-
uated when server failure happens. If the requested data chunk
mk is unavailable, the parity chunk mr with the lowest network
latency will be fetched from the remote bucket for data recon-
struction. Similar to [21], when the caching schemes suggest
that mr should be cached, the recovered data chunk mk (instead
of mr) is added into the caching layer to avoid the decoding
overheads of the subsequent data requests. Otherwise, if mk

is not cached, the degraded read is always triggered to serve
the data requests. In this case, the data access latency contains
two parts, i.e., the network latency and the decoding latency.
Furthermore, previous research work [43] indicated that single
server failure accounts for 99.75% of all kinds of server failures.
Although erasure codes can tolerate up toR simultaneous server
failures, this paper considers single server failure by terminating
each bucket in turn. Fig. 15 illustrates the maximal, minimal,
and average data access latencies with various caching schemes.
By caching the recovered data chunks, the decoding latency is an
order of magnitude lower than the network latency. Compared
with the online near-optimal scheme (with the ART of 28.19 ms),
online SampleX (with the ART of 0.73 ms) is about 39× faster
with a performance loss of 0.93% under server failure.

VI. CONCLUSION AND FUTURE WORK

Caching in distributed coded storage systems has drawn in-
creasing attention in recent years. The state-of-the-art caching
schemes achieve the lowest data access latency, but suffer
from high computation overheads when applied to a large-scale
storage system. This paper presents SampleX, a novel exten-
sion to the optimal schemes based on sampling, reducing the
computation overheads while maintaining the ultimate perfor-
mance of caching on latency reduction. The streaming-based
implementation of SampleX captures the characteristics of the
recent traffic, updating the caching decisions in a scalable and
online manner. Trace-driven experimental results demonstrate
the superior performance of SampleX in reducing data access
latencies and computation overheads.

In this paper, we consider the scenario where each edge server
separately provides caching services to its affiliated end users.
In future work, we plan to investigate the cooperative caching
problem among edge servers to further reduce the data access
latency.

REFERENCES

[1] D. Reinsel, J. Gantz, and J. Rydning, “The digitization of the world from
edge to core,” IDC White Paper, vol. 16, pp. 1–28, Nov. 2018.

[2] Amazon simple storage service, 2020. [Online]. Available: https://aws.
amazon.com/s3/

[3] Google Cloud Storage, 2020. [Online]. Available: https://cloud.google.
com/storage/

[4] Microsoft Azure, 2020. [Online]. Available: https://azure.microsoft.com/
en-us/

[5] Y. Hu, Y. Wang, B. Liu, D. Niu, and C. Huang, “Latency reduction and
load balancing in coded storage systems,” in Proc. Symp. Cloud Comput.,
2017, pp. 365–377.

[6] M. Abebe, K. Daudjee, B. Glasbergen, and Y. Tian, “EC-Store: Bridg-
ing the gap between storage and latency in distributed erasure coded
systems,” in Proc. IEEE 38th Int. Conf. Distrib. Comput. Syst., 2018,
pp. 255–266.

[7] R. Halalai, P. Felber, A. Kermarrec, and F. Taïani, “Agar: A caching system
for erasure-coded data,” in Proc. IEEE 38th Int. Conf. Distrib. Comput.
Syst., 2017, pp. 23–33.

[8] M. Uluyol, A. Huang, A. Goel, M. Chowdhury, and H. V. Madhyastha,
“Near-optimal latency versus cost tradeoffs in geo-distributed storage,”
in Proc. 17th Usenix Conf. Netw. Syst. Des. Implementation, 2020,
pp. 157–180.

[9] Q. Ma, E. Yeh, and J. Huang, “How bad is selfish caching?,” in Proc. 20th
ACM Int. Symp. Mobile Ad Hoc Netw. Comput., 2019, pp. 11–20.

[10] A. Singla, B. Chandrasekaran, P. B. Godfrey, and B. Maggs, “The Internet
at the speed of light,” in Proc. 13th ACM Workshop Hot Top. Netw., 2014,
pp. 1–7.

[11] L. A. Belady, “A study of replacement algorithms for a virtual-storage
computer,” IBM Syst. J., vol. 5, no. 2, pp. 78–101, 1966.

[12] N. Atre, J. Sherry, W. Wang, and D. S. Berger, “Caching with de-
layed hits,” in Proc. Annu. Conf. ACM Special Int. Group Data Com-
mun. Appl., Technol., Architectures, Protoc. Comput. Commun., 2020,
pp. 495–513.

[13] S. ElAzzouni, F. Wu, N. Shroff, and E. Ekici, “Predictive caching at the
wireless edge using near-zero caches,” in Proc. ACM Int. Symp. Mobile
Ad Hoc Netw. Comput., 2020, pp. 121–130.

[14] D. S. Berger, R. Sitaraman, and M. Harchol-Balter, “AdaptSize: Orches-
trating the hot object memory cache in a CDN,” in Proc. 14th USENIX
Conf. Netw. Syst. Des. Implementation, 2017, pp. 483–498.

[15] N. Beckmann, H. Chen, and A. Cidon, “LHD: Improving cache hit rate
by maximizing hit density,” in Proc. USENIX Conf. Netw. Syst. Des.
Implementation, 2018, pp. 389–403.

[16] Z. Song, D. S. Berger, K. Li, and W. Lloyd, “Learning relaxed belady for
content distribution network caching,” in Proc. USENIX Conf. Netw. Syst.
Des. Implementation, 2020, pp. 529–544.

[17] X. Jin et al., “NetCache: Balancing key-value stores with fast in-network
caching,” in Proc. ACM Symp. Operating Syst. Princ., 2017, pp. 121–136.

Authorized licensed use limited to: Memorial University. Downloaded on March 05,2024 at 20:03:11 UTC from IEEE Xplore.  Restrictions apply. 

https://aws.amazon.com/s3/
https://aws.amazon.com/s3/
https://cloud.google.com/storage/
https://cloud.google.com/storage/
https://azure.microsoft.com/en-us/
https://azure.microsoft.com/en-us/


LIU et al.: SAMPLING-BASED CACHING FOR LOW LATENCY IN DISTRIBUTED CODED STORAGE SYSTEMS 4287

[18] Z. Liu et al., “DistCache: Provable load balancing for large-scale storage
systems with distributed caching,” in Proc. 17th USENIX Conf. File
Storage Technol., 2019, pp. 143–157.

[19] Y. Li, J. Zhou, W. Wang, and Y. Chen, “RE-store: Reliable and efficient
KV-store with erasure coding and replication,” IEEE Int. Conf. Cluster
Comput., 2019, pp. 1–12.

[20] K. Liu, J. Peng, J. Wang, Z. Huang, and J. Pan, “Adaptive and scal-
able caching with erasure codes in distributed cloud-edge storage sys-
tems,” IEEE Trans. Cloud Comput., vol. 11, no. 2, pp. 1840–1853,
Apr./Jun. 2023.

[21] K. Liu, J. Peng, J. Wang, and J. Pan, “Optimal caching for low latency
in distributed coded storage systems,” IEEE/ACM Trans. Netw., vol. 30,
no. 3, pp. 1132–1145, Jun. 2022.

[22] D. Easley and J. Kleinberg, Networks, Crowds, and Markets. Cambridge,
U.K.: Cambridge Univ. Press, 2010.

[23] S. Balakrishnan et al., “Pelican: A building block for exascale cold data
storage,” in Proc. 11th USENIX Conf. Operating Syst. Des. Implementa-
tion, 2014, pp. 351–365.

[24] A. Blankstein, S. Sen, and M. J. Freedman, “Hyperbolic caching: Flexible
caching for web applications,” in Proc. USENIX Conf. Usenix Annu. Tech.
Conf., 2017, pp. 499–511.

[25] A. Jain and C. Lin, “Back to the future: Leveraging Belady’s algorithm for
improved cache replacement,” in Proc. ACM/IEEE 43rd Annu. Int. Symp.
Comput. Architecture, 2016, pp. 78–89.

[26] Y. Ma, T. Nandagopal, K. P. Puttaswamy, and S. Banerjee, “An ensemble
of replication and erasure codes for cloud file systems,” in Proc. IEEE
INFOCOM, 2013, pp. 1276–1284.

[27] V. Aggarwal, Y. F. Chen, T. Lan, and Y. Xiang, “Sprout: A func-
tional caching approach to minimize service latency in erasure-coded
storage,” IEEE/ACM Trans. Netw., vol. 25, no. 6, pp. 3683–3694,
Dec. 2017.

[28] A. O. Al-Abbasi and V. Aggarwal, “TTLCache: Taming latency in erasure-
coded storage through TTL caching,” IEEE Trans. Netw. Service Manag.,
vol. 17, no. 3, pp. 1582–1596, Sep. 2020.

[29] K. V. Rashmi, M. Chowdhury, J. Kosaian, I. Stoica, and K. Ramchandran,
“EC-Cache: Load-balanced, low-latency cluster caching with online era-
sure coding,” in Proc. USENIX Conf. Operating Syst. Des. Implementation,
2016, pp. 401–417.

[30] A. Birler, B. Radke, and T. Neumann, “Concurrent online sampling for
all, for free,” in Proc. 16th Int. Workshop Data Manag. New Hardware,
2020, pp. 1–8.

[31] A. Dobra, M. Garofalakis, J. Gehrke, and R. Rastogi, “Sketch-based multi-
query processing over data streams,” in Proc. Data Stream Manage., 2016,
pp. 241–261.

[32] B. Yu and J. Pan, “Sketch-based data placement among geo-distributed
datacenters for cloud storages,” IEEE 35th Annu. Int. Conf. Comput.
Commun., 2016, pp. 1–9.

[33] F. Yates, “Systematic sampling,” Philos. Trans. R. Soc. A, vol. 241, no. 834,
pp. 345–377, 1948.

[34] HDFS Architecture Guide, 2019. [Online]. Available: https://hadoop.
apache.org/

[35] D. Lee et al., “LRFU: A spectrum of policies that subsumes the least
recently used and least frequently used policies,” IEEE Trans. Comput.,
vol. 50, no. 12, pp. 1352–1361, Dec. 2001.

[36] L. Tang, Q. Huang, A. Puntambekar, Y. Vigfusson, W. Lloyd, and K. Li,
“Popularity prediction of facebook videos for higher quality streaming,”
in Proc. USENIX Conf. Usenix Annu. Tech. Conf., 2017, pp. 111–123.

[37] K. Liu et al., “A learning-based data placement framework for low latency
in data center networks,” IEEE Trans. Cloud Comput., vol. 10, no. 1,
pp. 146–157, First Quarter 2022.

[38] Memcached. 2019. [Online]. Available: http://memcached.org/
[39] J. S. Hunter, “The exponentially weighted moving average,” J. Qual.

Technol., vol. 18, no. 4, pp. 203–210, 1986.
[40] S. Shukla, O. Bhardwaj, A. A. Abouzeid, T. Salonidis, and T. He, “Hold’em

caching: Proactive retention-aware caching with multi-path routing for
wireless edge networks,” in Proc. ACM Int. Symp. Mobile Ad Hoc Netw.
Comput., 2017, pp. 24–33.

[41] zfec, 2013. [Online]. Available: https://github.com/richardkiss/py-zfec
[42] D. Narayanan, A. Donnelly, and A. Rowstron, “Write off-loading: Practical

power management for enterprise storage,” ACM Trans. Storage, vol. 4,
no. 3, pp. 1–23, 2008.

[43] O. Khan, R. C. Burns, J. S. Plank, W. Pierce, and C. Huang, “Rethinking
erasure codes for cloud file systems: Minimizing i/o for recovery and
degraded reads,” in Proc. USENIX Conf. File Storage Technol., 2012,
pp. 20–33.

Kaiyang Liu (Member, IEEE) received the PhD de-
gree from the School of Information Science and
Engineering, Central South University, Changsha,
China, and did his postdoctoral research with the
University of Victoria, Victoria, British Columbia,
Canada. He is currently an assistant professor with the
Department of Computer Science, Memorial Univer-
sity of Newfoundland, St John’s, Newfoundland and
Labrador, Canada. His current research areas include
distributed cloud/edge computing and storage net-
works, data center networks, and distributed machine

learning. In 2020, he was awarded the IEEE Technical Committee on Cloud
Computing (TCCLD) Outstanding PhD Thesis Award.

Jingrong Wang (Graduate Student Member, IEEE)
received the bachelor’s degree from the School
of Electronic and Information Engineering, Beijing
Jiaotong University, in 2017, and the MSc degree in
computer science from the University of Victoria, in
2019. She is currently working toward the PhD degree
with the University of Toronto. Her research interests
cover wireless communications, mobile edge com-
puting, and distributed machine learning.

Heng Li (Member, IEEE) received the bachelor’s and
PhD degrees from Central South University, Chang-
sha, China, in 2011 and 2017, respectively. He is
currently an associate professor with the School of
Computer Science and Engineering, Central South
University. From 2015 to 2017, he was a research
assistant with the Department of Computer Science,
University of Victoria, Victoria, BC, Canada. His
research interests include digital twin and cyber-
physical systems.

Jun Peng (Senior Member, IEEE) received the BS
degree from Xiangtan University, Xiangtan, China, in
1987, the MSc degree from the National University
of Defense Technology, Changsha, China, in 1990,
and the PhD degree from Central South University,
Changsha, China, in 2005. In 1990, she joined Central
South University. From 2006 to 2007, she was with
the School of Electrical and Computer Science, Uni-
versity of Central Florida, USA, as a visiting scholar.
She is a professor with the School of Computer
Science and Engineering, Central South University,

China. Her research interests include cooperative control, cloud computing, and
wireless communications.

Jianping Pan (Fellow, IEEE) received the bachelor’s
and PhD degrees in computer science from South-
east University, Nanjing, Jiangsu, China. He did his
postdoctoral research with the University of Water-
loo, Waterloo, Ontario, Canada. He is currently a
professor of computer science with the University
of Victoria, Victoria, British Columbia, Canada. He
also worked with Fujitsu Labs and NTT Labs. His
area of specialization is computer networks and dis-
tributed systems, and his current research interests
include protocols for advanced networking, perfor-

mance analysis of networked systems, and applied network security. He received
the IEICE Best Paper Award in 2009, the Telecommunications Advancement
Foundation’s Telesys Award in 2010, the WCSP 2011 Best Paper Award, the
IEEE Globecom 2011 Best Paper Award, the JSPS Invitation Fellowship in 2012,
the IEEE ICC 2013 Best Paper Award, and the NSERC DAS Award in 2016,
and has been serving on the technical program committees of major computer
communications and networking conferences including IEEE INFOCOM, ICC,
Globecom, WCNC and CCNC. He was the Ad Hoc and Sensor Networking
Symposium Co-Chair of IEEE Globecom 2012 and an associate editor of IEEE
Transactions on Vehicular Technology. He is a senior member of ACM.

Authorized licensed use limited to: Memorial University. Downloaded on March 05,2024 at 20:03:11 UTC from IEEE Xplore.  Restrictions apply. 

https://hadoop.apache.org/
https://hadoop.apache.org/
http://memcached.org/
https://github.com/richardkiss/py-zfec


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


