
874 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 35, NO. 6, JUNE 2024

Sampling-Based Multi-Job Placement for
Heterogeneous Deep Learning Clusters

Kaiyang Liu , Member, IEEE, Jingrong Wang , Student Member, IEEE,
Zhiming Huang , Student Member, IEEE, and Jianping Pan , Fellow, IEEE

Abstract—Heterogeneous deep learning clusters commonly host
a variety of distributed learning jobs. In such scenarios, the training
efficiency of learning models is negatively affected by the slow-
est worker. To accelerate the training process, multiple learning
jobs may compete for limited computational resources, posing
significant challenges to multi-job placement among heterogeneous
workers. This article presents a heterogeneity-aware scheduler to
solve the multi-job placement problem while taking into account
job sizing and load balancing, minimizing the average Job Com-
pletion Time (JCT) of deep learning jobs. A novel scheme based
on proportional training workload assignment, feasible solution
categorization, and matching markets is proposed with theoretical
guarantees. To further reduce the computational complexity for low
latency decision-making and improve scheduling fairness, we pro-
pose to construct the sparsification of feasible solution categories
through sampling, which has negligible performance loss in JCT.
We evaluate the performance of our design with real-world deep
neural network benchmarks on heterogeneous computing clusters.
Experimental results show that, compared to existing solutions,
the proposed sampling-based scheme can achieve 1) results within
2.04% of the optimal JCT with orders-of-magnitude improvements
in algorithm running time, and 2) high scheduling fairness among
learning jobs.

Index Terms—Distributed deep learning, job placement, job
sizing, load balancing, heterogeneity-aware scheduling, fairness.

I. INTRODUCTION

D EEP learning models, e.g., Convolutional Neural Net-
works (CNN), Recurrent Neural Networks (RNN), and

Transformers, have brought breakthroughs to many areas, e.g.,
computer vision, speech recognition, and natural language pro-
cessing [1], [2], [3]. Training deep learning models requires
massive computing resources. People are building fast parallel
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computing clusters, often equipped with specialized accelerators
such as GPUs, TPUs, and FPGAs, to accelerate training jobs
at scale [4]. The deep learning clusters are usually shared by
multiple users to reduce operational costs and improve resource
utilization.

The hardware configurations of deep learning clusters are in-
trinsically heterogeneous with a wide variety of accelerators [4].
Due to different computational capacities, the model training
efficiency is negatively affected by stragglers, i.e., the workers
that run much slower than others [5]. Learning jobs prefer to
choose powerful workers to achieve higher training throughput.
Learning jobs may compete for computational resources. This
brings fundamental challenges to the design of multi-job place-
ment among heterogeneous workers.

Job Placement: Over the past years, many scheduling schemes
have been designed to optimize the training of learning jobs from
various perspectives, e.g., training throughput, Job Completion
Time (JCT), and fairness [4], [6], [7], [8], [9], [10], [11]. How-
ever, many previous schemes required the number of workers
engaged in training, i.e., job sizing, as prior information [4], [6],
limiting the performance to achieve the lowest JCT [12]. In addi-
tion, existing schemes also relied on prior workload assignment
information to calculate the reward of job placement [13]. In [6],
[7], [8], [9], the training dataset is divided into equal-sized parts
to feed the workers. In heterogeneous deep learning clusters, uni-
form workload assignment causes a mismatch between the loads
and the worker processing capabilities, incurring non-negligible
performance losses.

Load Balancing: One of the most effective strategies to
eliminate the negative effect of stragglers is to balance the
workloads of workers according to their training throughput,
which can be classified into static [14], [15] and dynamic [5],
[16], [17] strategies. The previous study assumes the set of
workers participating in training is known beforehand. It cannot
be directly applied to the multi-tenant scenario where learning
jobs are competing for the most capable workers.

The challenges of designing multi-job placement schemes are
as follows. First, a critical job sizing decision shall be made
when submitting learning jobs: how many workers should be
requested for each job to minimize JCT? Second, considering the
coupling between job placement and load balancing variables, a
naive approach is to optimize the load balancing sequentially
after the job placement decision has been found. However,
this approach is prone to be sub-optimal in the global config-
uration space (see the numerical example in Section IV-A).
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Another approach is to use an alternating optimization
technique [18], which involves optimizing one set of variables
while keeping the result of the other set constant. However,
the multi-round optimization introduces extra overhead and
delay.

At last, finding the optimal parallelization policy for deep
learning jobs can often be formulated as integer programming
problems [8], [18], [19], which are NP-hard and computationally
expensive to solve. The high computational complexity leads
to long solution times with the increasing scale of learning
systems. Furthermore, the parallelization policy often needs to
be recalculated periodically to keep up with dynamic system
changes, e.g., new job arrival, worker failure, etc. Therefore,
production systems frequently rely on heuristics that are easy to
calculate [8], [11]. However, previous research work indicates
that the heuristics are hard to maintain consistently good per-
formance as the problem scale and inputs change [20], and may
incur non-negligible performance loss (see Figs. 9 and 11 in
Section VI).

In this work, we propose a novel heterogeneity-aware schedul-
ing scheme tailored for multi-tenant, heterogeneous deep learn-
ing clusters. Considering the challenges above, our purpose is to
design schemes that run much faster than directly solving inte-
ger programming problems and can achieve consistently better
performance than existing heuristics. First, through the design
of proportional training workload assignment, the problem with
two types of job placement and load balancing variables can
be simplified into a problem with a single type of variable.
Then, for job sizing, all feasible solutions can be classified into
different categories Ψ based on the number of selected workers
for each job. By applying the matching markets method [21] to
all feasible solution categories in Ψ, the parallelization policy
can be obtained with theoretical guarantees. The computational
complexity of our design is mainly determined by the set
size |Ψ|. To reduce the computational complexity and improve
scheduling fairness, we further propose to construct the spar-
sification of feasible solution categories through sampling with
negligible performance loss. The main contributions of this work
include:
� We propose a novel scheme that leverages proportional

training workload assignment, feasible solution catego-
rization, and matching markets to achieve optimal training
throughput and near-optimal JCT.

� By exploring the features of feasible solution categories
in Ψ, a sampling-based scheme is proposed to reduce
the computational complexity and improve scheduling
fairness.

� Experimental results show that, when compared with the
optimal scheme, the proposed sampling-based scheme is
over 49× faster with only a 2.04% performance loss in
JCT.

The rest of this paper is organized as follows. Section II
summarizes the related work. Section III presents the system
model and the problem statement. Sections IV and V-B provide
the scheme design along with theoretical analysis. Section VI
evaluates the efficiency and performance of our design through

extensive experiments. Section VII concludes this paper and lists
future work.

II. RELATED WORK

A. Load Balancing

Load balancing schemes can be classified into static and
dynamic strategies. The static load balancing is oblivious to run-
ning time variations. For example, existing learning frameworks,
e.g., TensorFlow [22], Caffe [23], and MXNet [24], uniformly
assign workloads to all the workers. Some other static strategies
follow fixed assignment rules, e.g., Round-Robin [14] or with a
priori knowledge of the system status [15].

In response to the time-varying systems, dynamic strategies
adjust the workload distribution through continuous system
monitoring and state information collection. FlexRR [16] mea-
sures the instantaneous training throughput of workers at a
fine granularity. Once the straggler lags behind other workers
over a given threshold, certain workloads will be offloaded to a
faster worker. Similarly, Su et al. [17] proposed to increase the
workloads of workers that finish one iteration of training faster
while doing the opposite for those that are slower. Chen et al. [5]
proposed to redistribute workloads from heavily-loaded workers
to lightly-loaded ones, seeking to equalize the batch processing
latencies of all workers.

All load balancing schemes above optimize the individual
training of one learning job, which assume full worker partic-
ipation or that the set of selected workers is given as a priori
knowledge. Different from these studies, our goal is to balance
the workloads of multiple learning jobs when they are competing
for the most capable workers.

B. Job Placement

Deep learning training jobs bring new challenges to the sched-
ulers in computing clusters. For example, the state-of-the-art
schedulers in production systems, e.g., Apache YARN [25],
only perform non-preemptive scheduling of jobs as they arrive.
Consequently, users may experience long queuing delays.

For high training throughput or low JCT, a common and
effective solution is to use heuristic methods to determine the
job scheduling priority. Tiresias [6] designs the Least Attained
Service (LAS) algorithm to prioritize jobs. The job which has
received the least amount of temporal and dimensional resources
will be scheduled next. E-LAS [7] prioritizes jobs based on
the real-time epoch progress rate, i.e., the proportion of the
current training epoch over the total number of training epochs.
Compared with Tiresias, the average JCT is reduced with such
an improvement. Optimus [8] assumes that the remaining time
of a training job is predictable, and designs a greedy job place-
ment scheme to maximize the cluster-wide training throughput.
Saturn [12] uses a commercial solver for the joint optimization
of parallelism selection, job sizing, and schedule construction.
Beyond heuristics or using a solver, an alternative strategy is
to use machine learning techniques for job placement [9]. The
above research focuses on the homogeneous GPU cluster setting.
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TABLE I
NOTATIONS

The training dataset is divided into equal-sized parts to feed
the workers in cases of data parallelism. The impact of load
balancing on training efficiency for heterogeneous clusters is
overlooked, causing a non-negligible performance loss.

From another perspective, fair schedulers seek to guarantee
that each job can achieve better performance via resource sharing
in deep learning clusters. Themis [10] introduces a new metric
named finish-time fairness, which aims to assign more compu-
tational resources to the jobs whose received service is less than
the preplanned amount. Themis is designed for homogeneous
computing clusters with a single type of GPU. Gavel [4] is
a heterogeneity-aware scheduler for fairness. A round-based
policy is designed to improve scheduling flexibility and ensure
timely GPU resource reallocation. However, the scalability of
Gavel is limited as the mathematical solving procedure is highly
complicated and time-consuming. To achieve a higher solution
scalability in Gavel, POP [11] decomposes the original complex
optimization problem into multiple smaller ones and solves them
in parallel. This paper also focuses on solution scalability and
fairness via a sampling scheme in Section V-B.

III. SYSTEM MODEL AND PROBLEM STATEMENT

In this section, we introduce the model of heterogeneous
computing clusters for distributed deep learning and then pro-
vide the problem formulation. To be specific, the widely used
Ring-AllReduce architecture with data parallelism is adopted
for distributed training. The major notations used in this paper
are summarized in Table I.

A. Heterogeneous Computing Clusters

As shown in Fig. 1, we consider a set of heterogeneous
computing clusters comprising multiple workers (denoted by
K = {1, . . .,K}), which carry out distributed training to learn
deep learning models. The well-known data-parallel training

Fig. 1. Framework of distributed deep learning with the Ring-AllReduce
architecture in heterogeneous computing clusters.

with the Ring-AllReduce architecture is adopted. As shown in
Fig. 1, distributed workers constitute a single ring to aggregate
the model gradients without using the central parameter server
(PS). Compared with the PS architecture, Ring-AllReduce is
more communication efficient as it eliminates the bottleneck in
the PS by distributing communication evenly over all participant
workers [26]. Many distributed learning frameworks adopt Ring-
AllReduce, e.g., NVIDIA Collective Communications Library
(NCCL) [27], Gloo [28], and Baidu-AllReduce [29].

The data collected from various sources is aggregated at
the workers for deep neural network training. The computing
clusters may need to handle several learning jobs simultaneously
with various learning goals. LetS = {1, . . ., S} denote the set of
active learning jobs. Each learning job is represented by a tuple
{Πi,Wi, Di}, whereΠi represents the entire training dataset for
job i, Wi represents the global parameters of the deep learning
model, Di represents the size of the global model parameters,
and i ∈ S . The size of gradients is the same as the model size
Di if gradient sparsification or quantization techniques are not
applied.

In the training process, each worker collects the training
dataset, keeps a local copy of the deep learning model, and sends
the calculated local gradient to the next worker. All workers are
connected through high-speed Ethernet to ensure the stability
and efficiency of communication. The hardware configurations
of workers may differ greatly. The training of learning models
shows heterogeneous performance behavior across various types
of workers due to architectural differences. In heterogeneous
computing clusters, how to select appropriate workers (or equiv-
alently job placement) and balance the loads to accelerate the
training of learning jobs is the main concern of this paper.

B. Distributed Deep Learning

Gradient descent and its variants are the most widely used
methods to train deep neural networks in an iterative man-
ner [26]. Let σi,k ∈ {0, 1} indicate whether worker k is chosen
for the distributed training job i or not, yielding 1 if true and 0 if
false. Letκi denote the set of selected workers for job i (with size
|κi| = Ki). As shown in Fig. 1, the training dataset is split among
selected workers (denoted by πi,k) with data parallelism. Using
allocated data, each worker trains its local model parameters.
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Every training epoch at each worker usually consists of three
steps:

1) The loss function fi,k(W
t
i ;πi,k) is calculated using the

feed-forward method;
2) The gradients ∇fi,k(W t

i ;πi,k) are calculated using the
backward propagation method;

3) After all workers finish the calculation of local gradients,
the model synchronization begins. Each worker divides its own
local gradients into Ki sub-arrays, which are referred to as
“chunks”. The worker k sends its kth chunk to the next worker,
while it receives the (k − 1)th chunk from the previous worker
simultaneously. Then, worker k performs the reduction opera-
tion to the received (k − 1)th chunk and its own (k − 1)th chunk,
and sends the reduced chunk to the next worker. By repeating the
receive-reduce-send steps Ki − 1 times, each worker obtains a
complete reduction of global gradients. The global model can
be updated as follows

W t+1
i = W t

i − η · 1

Ki
·
∑
k∈κi

∇fi,k(W t
i ;πi,k), i ∈ S, (1)

where η is the learning rate. The training in (1) is also known
as Bulk Synchronous Parallel (BSP) [30], which synchronizes
all updates after each worker goes through its shard of data.
Please note that Ring-AllReduce is not suitable for asynchronous
communication, e.g., Stale Synchronous Parallel (SSP) [31] and
Asynchronous Parallel (ASP) [32] because of the collective
communication fashion [26].

Computation Latency and Training Throughput: If learning
job i is placed at worker k, the computation latency of one
training epoch is

l
[p]
i,k =

|πi,k|
ρi,k

, (2)

where ρi,k denotes the number of processed data samples per
second at worker k. Typically, the computations of training are
tensor-based, which are highly structured with hundreds of thou-
sands of short iterations. In each iteration, samples are packed
into a matrix for fast processing. Fig. 2 shows the average com-
putation latency of various learning jobs deployed on different
GPU workers over 100 rounds of experiments.1 Experimental
results demonstrate that the computation latency of feed-forward
computation and backward propagation is highly predictable and
increases almost linearly with the number of assigned samples
|πi,k|. Similar observations can be found in [4]. For each learning
job, the computation latency of one training epoch is determined
by the straggler in the selected workers with the maximum delay

l
[p]
i = maxk∈K{l[p]i,k · σi,k}. (3)

The training throughput of learning job i is given by

Vi =
|Πi|

maxk∈K{l[p]i,k · σi,k}
, (4)

which represents the number of data samples that the learning
system can process in a given amount of time.

1See Section VI-A for details of the experimental setup.

Fig. 2. Relationship between the computation latency and the number of
assigned data samples πi,k to workers equipped with various types of GPU.

Communication Latency: Each worker sends 2(Ki − 1)
chunks to each of its two neighbors. The first round of Ki − 1
chunks received is added to the buffer at the receiving worker,
whereas the second round of Ki − 1 chunks replaces the values
held in the buffer. Let rk,k′ denote the data transfer rate between
worker k and k′, where k, k′ ∈ κi denote the predecessor and
successor workers within a ring communication topology. In
Ring-AllReduce, the communication latency is determined by
the bottleneck link, i.e.,

rmin
i = min

k,k′∈κi

{rk,k′ }. (5)

The communication latency of one training epoch is

l
[c]
i =

2(
∑

k∈K σi,k − 1)Di

rmin
i ·∑k∈K σi,k

. (6)

Please note that the latency of reduce and model update at the
worker is omitted due to the low computational complexity. The
JCT of learning job i is

Λi = Ti · (l[p]i + l
[c]
i ), (7)

where Ti denotes the number of training epochs. Previous re-
search indicates that gradient descent converges at a rate of
O(1/Ti) [8]. Therefore, Ti can be empirically determined as
in [8] to achieve the desired training accuracy. If the learning
model does not converge to the desired value after Ti epochs,
more training epochs will be assigned, which triggers the re-
computing of the parallelization policy.

C. Throughput Estimator

To find the optimal policy, an S ×K throughput matrix
needs to be maintained, which contains the sample processing
throughput ρi,k of each learning job at each worker. We deploy
a throughput estimator, similar to those found in prior work [4],
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[33], to predict the performance of distributed training. We could
train a few data samples at the worker and use the latency as
the initial value to calculate the throughput. Moreover, during
the training process, the throughput estimation can be refined
on-the-fly as jobs run on different types of workers. After one
training epoch, the well-known Exponentially Weighted Moving
Average (EWMA) method [34] could be used to refine the value
of training throughput.

D. Job Placement and Load Balancing

Given the throughput matrix as input, the computation latency
l
[p]
i and the communication latency l

[c]
i of a learning job for one

training epoch can be calculated as (3) and (6). Given the number
of training epochs Ti and the number of learning jobs S, the
heterogeneity-aware job placement and load balancing problem
is formulated as

P1 : min Λ(σi,k, πi,k) =
1

S

∑
i∈S

Ti · (l[p]i + l
[c]
i ) (8)

s.t.
∑
k∈K

σi,k · |πi,k| = |Πi| , ∀i ∈ S, (8a)

∑
k∈K

σi,k > 0, σi,k ∈ {0, 1}, ∀i ∈ S, (8b)

∑
i∈S

∑
k∈K

σi,k = K, (8c)

∑
i∈S

σi,k ≤ 1, ∀k ∈ K. (8d)

The constraints of P1 ensure that (8a) all data samples are
assigned for training; (8b) at least one worker is selected for
each learning job to avoid starvation;2 (8c) all workers can
participate in training to fully utilize the computing resources;
(8d) a worker can only be assigned to one learning job at
a time. In this paper, we assume two learning jobs will not
be placed on the same worker for training at the same time.
This is because different jobs may have different resource and
security requirements; severe and unpredictable performance
degradation can be observed among co-located learning jobs [4],
[9]. To solve P1, an algorithm must decide 1) how to select the
optimal subset of workers from a pool of heterogeneous workers;
2) how many data samples |πi,k| shall be assigned to each worker
to achieve the desired objective in (8). P1 can be classified into
the resource allocation problem with integer variables, which is
known to be NP-hard [35].

IV. HETEROGENEITY-AWARE SCHEDULER DESIGN

First, let us use a numerical example to show why P1 cannot
be well solved by optimizing the load balancing sequentially
after the job placement decision has been found with existing
solutions. Then, we introduce the design details of our solution.

2This practice ensures that all learning jobs, including smaller ones, receive a
minimum allocation of computational resources. It prevents scenarios where a
lengthy job might delay a series of shorter jobs, leading to a long JCT. Assigning
at least one worker to each learning job is a widely adopted approach [8], which
improves scheduling fairness.

A. Motivating Example

We consider a heterogeneous computing cluster containing
two T4 and two V100 GPU workers. Two learning jobs selected
from Table III, i.e., ResNet-18 trained on Tiny ImageNet and
VGG-19 trained on CIFAR-10, are submitted to the comput-
ing cluster at the same time for parallel training. The training
throughput is

{ρi,k}S×K =
ResNet-18{

VGG-19{

T4︷︸︸︷
275

T4︷︸︸︷
275

V100︷︸︸︷
644

V100︷︸︸︷
644

884 884 1754 1754
}
}.

(9)

The classical Least Attained Service (LAS) policy, used by
Tiresias [6], is adopted here to obtain job placement decisions.
Let V Equal

i denote the throughput of job i assuming it receives
an equal share of computing resources in the cluster. LAS
maximizes mini∈S

∑
k∈K σi,k · ρi,k/V Equal

i to achieve max-min
fairness of training throughput across learning jobs. The job
placement decisions are ResNet-18: {T4, V100} and VGG-19:
{T4, V100}. Given the job placement decisions, load balancing
can be achieved if we assign data samples to each selected worker
according to the training throughput. Then, the computation
latency of a learning job for one training epoch can be calculated
using (2) and (3). Considering the number of training epochs Ti

given in Table III, the average JCT can be calculated as in (8).
In this example, the average JCT is 12,776.8 s if we overlook
the communication latency of model synchronization. Through
exhaustive search, the optimal job placement decisions ResNet-
18: {V100, V100} and VGG-19: {T4, T4} can be obtained
with the lowest JCT of 10,592 s. The sequential optimization
overlooks the impact of load balancing on training latency when
making job placement decisions, introducing a non-negligible
performance loss of 20.6%. This motivates us to design better
solutions to achieve low JCT.

Generally speaking, we propose to solve P1 by decomposing
the problem into sub-problems with the following three stages:
1) through the design of proportional training workload assign-
ment,P1with two types of variablesσi,k andπi,k can be simpli-
fied into a problem with a single type of variable σi,k; 2) rather
than directly determining which workers are assigned to which
jobs, we categorize the feasible solutions based on the potential
partition over the number of selected workers for each learn-
ing job, i.e., Ψ = {(K1, . . ..,KS)|

∑
i∈S Ki = K,Ki ∈ Z+};

3) each sub-problem defined by a feasible solution category in
Ψ can be solved by applying the matching markets method [21]
to obtain the highest training throughput with theoretical guar-
antees. At the same time, the near-optimal JCT can be obtained.

B. Proportional Workload Assignment

For learning job ∀i ∈ S , the computation latency is deter-
mined by the straggler in the selected workers with the maximum
delay l

[p]
i = maxk∈K{l[p]i,k · σi,k}. The computation latency can

be minimized if the workloads can be proportionally assigned
based on the worker processing capacity. According to (2), the
number of assigned data samples for worker k ∈ κi can be
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Algorithm 1: Systematic Enumeration for Feasible Solution
Categories.

Input: Number of learning jobs S, number of workers K.
Output: Set of feasible solution categories Ψ.
Initialization: Ψ← ∅,
{K1,K2, . . .,KS} ← {K − S + 1, 1, . . ., 1}.

1: while {K1, . . .,KS} /∈ Ψ do
2: Add {K1, . . .,KS} to Ψ;
3: K2 ← K2 + 1 if K2 < K̂2 else K2 ← 1;
4: for i = 3 to S do
5: if Ki−1 is set to 1 then
6: Ki ← Ki + 1 if Ki < K̂i else Ki ← 1;
7: end if
8: end for
9: K1 = K −∑S

j=2 Kj ;
10: end while

obtained from {
l
[p]
i =

|πi,1|
ρi,1

= . . . =
|πi,Ki |
ρi,Ki

,∑
k∈K σi,k · |πi,k| = |Πi| .

(10)

From (10), we have l
[p]
i · ρi,k = |πi,k|, k ∈ κi. Then, by

adding them up, we get l
[p]
i ·

∑
k∈K σi,k · ρi,k = |Πi|. This

means

l
[p]
i =

|Πi|∑
k∈K σi,k · ρi,k , (11)

|πi,k| = |Πi| · ρi,k∑
k∈K σi,k · ρi,k , (12)

Vi =
∑
k∈K

σi,k · ρi,k. (13)

The desired objective in (8) can be rewritten as

Λ(σi,k) =
∑
i∈S

Ti

S

(
2(
∑

k∈K σi,k− 1)Di

rmin
i ·∑k∈K σi,k

+
|Πi|∑

k∈K σi,k · ρi,k

)
.

(14)

Through the proportional workload assignment, we only need
to determine which workers shall be selected σi,k ∈ {0, 1}.
Then, the load balancing decision can be obtained based on (12).

C. Feasible Solutions Categorization

As shown in Algorithm 1, the set of all feasible solution
categories Ψ can be derived through systematic enumeration on
Constraints (8b), (8c), and (8d), which determines how many
positive integer solutions exist. Assuming that the values of
{Ki+1, . . ..,KS} are given, the maximum value that Ki can
be assigned is

K̂i = K − (i− 1)−
S∑

j=i+1

Kj , (15)

where the term i− 1 ensures the constraint Kj > 0
is still satisfied for learning job j ∈ {1, . . ., i− 1}. Ini-
tially, {K1,K2, . . .,KS} = {K − S + 1, 1, . . ., 1} is a feasible

solution.3 The value of K2 is continuously increased by 1 until
K2 = K̂2. Then, K2 is set to 1 in the next phase. For any other
learning job i ∈ {3, . . .., S}, if Ki−1 is set from K̂i−1 to 1, Ki

is incremented by 1. If Ki = K̂i, Ki will also be set to 1 next.
At last, K1 is set to K −∑S

j=2 Kj , ensuring (8c) always holds.
We use a simple example to show the systematic enumeration
process. When K = 5 and S = 3, |Ψ| = 6 feasible solution
categories, i.e., {3, 1, 1}, {2, 2, 1}, {1, 3, 1}, {2, 1, 2}, {1, 2, 2}
and {1, 1, 3}, are sequentially added. Theoretical analysis in
previous work shows the set size |Ψ| = (

K−1
S−1

)
for this stars and

bars problem [36]. As we need S steps to generate a feasible
solution category, the computational complexity of Algorithm 1
is O(S · (K−1S−1

)
).

For a given set {K1, . . ..,KS} ∈ Ψ and the average JCT as
calculated in (14), the subproblem of P1 is

P2 : min Λ(σi,k) =
∑
i∈S

Ti

S

(
2(Ki − 1)Di

rmin
i Ki

+
|Πi|∑

k∈K σi,kρi,k

)
(16)

s.t.
∑
k∈K

σi,k = Ki, ∀i ∈ S. (17)

For all feasible solution categories in Ψ, we have
(
K−1
S−1

)
subproblems in total. Later, we will show how the proposed
sampling scheme can greatly reduce the number of examined
categories with a small performance loss in Section V-B.

D. Matching Markets

The difficulty of solving P2 lies in the nonlinearity and
non-convexity of the objective function (16). By observing (13)
and (16), we know that each learning job prefers to select
workers with higher training throughput Vi =

∑
k∈K σi,k · ρi,k

for a lower JCT. This means that high training throughput is
positively correlated with low JCT. Therefore, we map P2 to
the following optimization problem

P3 : max V (σi,k) =
∑
i∈S

∑
k∈K

σi,k · ρi,k

s.t. (17), (18)

which maximizes the training throughput of learning jobs. We
propose an optimal scheme to solve P3 with theoretical guar-
antees. Given the throughput matrix and the desired objective in
(14), a K-dimensional array {ρi,1, . . ., ρi,K} is maintained for
each learning job.

As shown in Fig. 3(a), a preferred graph G is constructed
with function preferred_graph, which selects Ki workers
with larger values in {ρi,1, . . ., ρi,K}. In G, different learning
jobs may compete for the same worker, but each worker only
processes one learning job at a time. Then, the constricted set
{Kc,Sc} is created using function constricted_set, where
Kc represents the set of competed workers, and Sc represents
the set of competing jobs.

3We assume K ≥ S to ensure that at least one worker will be assigned to
each learning job.
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Fig. 3. Illustration of matching markets.

Then, a scheme based on matching markets is proposed to
tackle the competition problem. The pseudo code is shown
in Algorithm 2. The workers and learning jobs are consid-
ered as “sellers” and “buyers”, respectively. To obtain the
optimal matching between “sellers” and “buyers”, the prices
of all workers {p1, . . .., pK} are introduced. Initially, we set
{p1, . . .., pK} = {0, . . ., 0}. The basic idea of matching markets
is to gradually increase the prices of competed workers k ∈ Kc

until the constricted set is empty. Next, we show how to set the
price pk in detail. The valuation array Γi is initialized as the
payoff array, i.e.,

Γi ← {ρi,1, . . ., ρi,K}, ∀i ∈ S. (19)

Let Vi denote the payoff of assigning all preferred workers
(including the competed worker k) to job i ∈ Sc, i.e.,

Vi = sum_top(Γi,Ki), (20)

where function sum_top represents the sum of the largest Ki

elements in array Γi. If worker k is not assigned to job i, the
payoff is

V k
i = sum_top(Γi \ {Γi,k},Ki). (21)

Then, the price of worker k is updated as

pk ← pk +max{1,maxi∈Kc{Vi − V k
i }}, (22)

which means if maxi∈Kc{Vi − V k
i } = 0, pk is increased by the

unit price 1 to ensure the pricing process will continue. The
corresponding payoff of assigning worker k to job i is updated
as

Γi,k ← ρi,k − pk, ∀i ∈ S, ∀k ∈ K. (23)

Unlike the pricing scheme in [21] which always increases
the price by one unit, the proposed pricing scheme ensures that
workerkwill only be assigned to one job i = arg max{Vi − V k

i }
in eachwhile loop. This improves the efficiency of the solution.
The above process is repeated until the constricted set is empty.
Then, the decision σi,k for one feasible solution category can be
obtained from the updated preferred graphGwith no competition
among jobs. For a feasible solution category {K1, . . .,KS} ∈
Ψ, the highest training throughput can be obtained. By consid-
ering all feasible solution categories in Ψ, the near-optimal JCT
can be obtained.

For the example in Section IV-A with two jobs and four
workers, three feasible solution categories, i.e., {3, 1}, {2, 2},
and {1, 3}, are considered. Table II shows the numerical results
yielded by Algorithm 2. The results indicate that if the learning
job with higher computational complexity, i.e., ResNet-18, is

TABLE II
NUMERICAL RESULTS OF THE EXAMPLE IN SECTION IV-A YIELDED BY

HETEROGENEITY-AWARE SCHEDULER

Algorithm 2: Heterogeneity-Aware Scheduler.
Input: Set of feasible solution categories Ψ.
Output: σ∗i,k, π∗i,k.
Initialization: pk, σi,k, σ

∗
i,k ← 0,Λ∗ ← inf , ∀i ∈ S ,

∀k ∈ K.
1: for feasible solution category {K1, . . .,KS} ∈ Ψ do
2: Γi ← {ρi,1, . . ., ρi,K}, ∀i ∈ S;
3: G ← preferred_graph({Γi,Ki}, ∀i ∈ S);
4: {Kc,Sc} ← constricted_set(G);
5: while {Kc,Sc} 
= ∅ do
6: Select k ∈ Kc;
7: for i ∈ Sc do
8: Vi ← sum_top(Γi,Ki);
9: V k

i ← sum_top(Γi \ {Γi,k},Ki);
10: end for
11: pk ← pk +max{1,max{Vi − V k

i }};
12: Γi,k ← ρi,k − pk, ∀i ∈ S;
13: G ← preferred_graph({Γi,Ki}, ∀i ∈ S);
14: {Kc,Sc} ← constricted_set(G);
15: end while
16: Obtain σi,k based on G and calculate Λ based on (8);
17: If Λ < Λ∗, σ∗i,k ← σi,k, Λ∗ ← Λ, ∀i ∈ S , ∀k ∈ K;
18: end for
19: Obtain load balancing decision π∗i,k based on (12);

assigned more computational resources, the average JCT is more
likely to be reduced. Algorithm 2 examines all feasible solution
categories, thereby ensuring that the scenario where ResNet-18
is assigned more workers is considered to approximate the
optimal solution better. In this case, the job placement decisions
ResNet-18: {T4, T4, V100} and VGG-19: {V100} with the JCT
of 11,225.8 s are selected as the solution. When compared with
the optimal solution, the performance loss in terms of JCT is
only 6.0%.

E. Theoretical Analysis

First, the convergence of our design is proved.
Theorem 1: The pricing process in Algorithm 2 must come

to an end within a limited number of steps.
Proof: During the pricing process, each worker is either

assigned to a learning job or remains idle. The while loop
in Algorithm 2 (Lines 5–15) only ends when the constricted set
is empty; otherwise, it continues with increased prices pk ≥ 0,
k ∈ K. We define

P =
∑
i∈S

Vi +
∑
k∈K

pk. (24)

Then, we prove that P has the following two properties:
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1) P ≥ 0 always holds during the pricing process. Let
{i1, k1} be an arbitrary assignment in the preferred graph G.
� If {i1, k1} /∈ {Kc,Sc}, no other jobs are competing for

worker k1. For {i1, k1}, we have

Γi1,k1
+ pk1

= ρi1,k1
≥ 0. (25)

� If {i1, k1} ∈ {Kc,Sc}, other jobs are competing for worker
k1. Let i2 be an arbitrary competitor, {i2, k1} ∈ {Kc,Sc}.
For an arbitrary worker k2 which is not in the preferred
graph G, we have

ρi2,k1
− pk1

≥ ρi2,k2
− pk2

. (26)

For i2 and k2, we have

Γi2,k2
+ pk2

= ρi2,k1
− pk1

+ pk2
≥ ρi2,k2

≥ 0. (27)

AsK ≥ S, we can always find a unique unassigned worker
for each competitor with Γi2,k2

+ pk2
≥ 0. For all other

unassigned workers, pk ≥ 0, k ∈M. According to (25)
and (27), P ≥ 0 always holds.

2) P decreases with the increase of prices: The prices are
initialized as {p1, . . .., pK} = {0, . . ., 0}. Initially, we have

Pmax =
∑
i∈S

sum_top({ρi,1, . . ., ρi,K},Ki). (28)

Then, in each round of pricing, the worker in the constricted
set raises its price by at least one unit. Please note that multiple
jobs are competing for the worker. According to (20) and (23),∑

i∈S Vi −
∑

k∈K pk decreases by at least one unit in each round
of pricing. To sum up, the pricing scheme starts with P = Pmax,
and P cannot drop below 0. So the pricing process must end
within Pmax steps.

Theorem 2 verifies the optimality of our design.
Theorem 2: Algorithm 2 yields the highest training through-

put.
Proof: We prove the optimal solution to P3 can be obtained

for each feasible solution category. Constraint (8c) ensures all
workers are assigned to learning jobs. When the pricing process
ends with {Kc,Sc} = ∅, each worker is assigned to a learning
job. As shown in (29), let {i1, k1} and {i2, k2} denote two
randomly selected job placement decisions.

{. . ., ρi1,k1
, . . ., ρi1,k2

, . . .},
{. . ., ρi2,k1

, . . ., ρi2,k2
, . . .}. (29)

To verify the optimality, we need to prove that interchanging any
two pairs of job placement decisions cannot further increase the
total valuations V in (14), i.e.,

ρi1,k1
+ ρi2,k2

≥ ρi1,k2
+ ρi2,k1

. (30)

With the pricing method in Algorithm 2, we have{
ρi1,k1

− pk1
≥ ρi1,k2

− pk2
,

ρi2,k2
− pk2

≥ ρi2,k1
− pk1

.
(31)

Fig. 4. Average JCT of learning jobs for all feasible solution categories in Ψ
without job prioritizing.

This means that (30) holds. We conclude that the optimal solu-
tion can be obtained for each feasible solution category in Ψ.

Proposition 1: The computational complexity of Algorithm 2
is O(S ·K · Pmax ·

(
K−1
S−1

)
).

Proof: The computational complexity of calculating the K-
dimensional arrayΓi for allS learning jobs isO(S ·K) (Line 2).
Then, to obtain the preferred graph, all training throughput arrays
are sorted via the radix sort algorithm. The sorting complexity
is O(S ·K) (Line 3). Then, all workers need to be considered to
determine the constricted set with the complexity ofO(K) (Line
4). As all learning jobs may compete for a worker, the calculation
of the worker price needs S steps at most (Lines 6–11). Further-
more, the preferred graph and the constricted set are updated with
the complexity of O(K + S ·K) (Lines 12–14). As discussed
above, the while loop is performed for Pmax times at most.
Furthermore, the worker assignment (Lines 17–18) needs K
steps at most. The optimal assignment for a feasible solution
category needs (S ·K + S +K) · Pmax + 2S ·K + 2K steps
at most. The computational complexity for a feasible solution
category is O(S ·K · Pmax). Considering all feasible solution
categories in Ψ, the computational complexity of Algorithm 2
is O(S ·K · Pmax ·

(
K−1
S−1

)
).

V. FAIR SCHEDULING WITH LOW COMPLEXITY

Algorithm 2 has the limitations of 1) high computational
complexity, and 2) ignoring the fairness of scheduling among
learning jobs. In this section, we analyze the fairness of
Algorithm 2 and then propose to improve the scalability and
fairness of our design through a sampling scheme.

A. Fairness Analysis

Algorithm 2 yields the placement decision for each fea-
sible solution category {K1, . . .,KS} ∈ Ψ. Fig. 4 shows the
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Fig. 5. Fairness degrees of all feasible solution categories in Ψ without job
prioritizing.

average JCT of all feasible solution categories. We consider
S = 4 learning jobs trained by K = 15 and K = 30 workers,
respectively.4 In Fig. 4, the IDs of feasible solution categories are
sequentially generated by Algorithm 1. For example, withS = 4
and K = 15, we have the first feasible solution category (ID =
1) {K1, . . .,KS} = {11, 1, 1, 1} and the last feasible solution
category (ID = 364) {K1, . . .,KS} = {1, 1, 1, 11}. Then, let us
examine the fairness degree of the placement decision yielded
by Algorithm 2 for all feasible solution categories.

The fairness can be achieved if system resources are equally
shared among all learning jobs. With the ideally equal resource
allocation, the JCT of learning job i is

Λ
[e]
i =

∑
i∈S

Ti

(
2(K/S − 1)Di

r ·K/S
+

|Πi|
S ·∑k∈K ρi,k

)
. (32)

Recall that Λi denote the JCT of learning job i yielded by
Algorithm 2 for a feasible solution category {K1, . . .,KS} ∈
Ψ. Then, Λi/Λ

[e]
i represents the deviation degree of scheduling

from the equal resource allocation for job i. According to Jain’s
fairness index [37], the fairness degree for a feasible solution
category is

F (K1, . . .,KS) =
(
∑

i∈S Λi/Λ
[e]
i )2

S ·∑i∈S(Λi/Λ
[e]
i )2

. (33)

The result ranges from 1/S (the worst case) to 1 (the best
case) and reaches its maximum when the resources are equally
allocated (∀Λi/Λ

[e]
i = 1). Fig. 5 shows the fairness degrees of

all feasible solution categories. The range of fairness degrees is
[0.527, 0.994] forK = 15 and [0.384, 0.999] forK = 30. Recall
that for a feasible solution category {K1, . . .,KS} ∈ Ψ, Ki

denotes the number of assigned workers for job i. Algorithm 2

4See Section VI-A for details of the experimental setup.

Algorithm 3: Job Prioritizing for Sampling.
Input: ρi,k, Ψ.
Output: σ∗i,k, π∗i,k.

1: Sort jobs S based on Ti·|Πi|
S·∑k∈K ρi,k

in ascending order;
2: Select N samples uniformly from set

Ψ[α
(
K−1
S−1

)
,
(
K−1
S−1

)
], α ∈ (0, 1);

3: Invoke Algorithm 2 on N samples to calculate the JCT
Λn and the fairness degree Fn, n ∈ N ;

4: Select the sample
n← arg max{βminn∈N {Λn}

Λn
+ (1− β)Fn} as the

solution and obtain near-optimal decisions σ∗i,k, π∗i,k;

considers all feasible solution categories. In heterogeneous com-
puting clusters, we can always find a feasible solution category
that achieves nearly equal resource allocation. This explains
why some feasible solution categories produce high scheduling
fairness, as in Fig. 5.

B. Sampling for Low Complexity and Fairness

The computational complexity of the proposed scheme is
mainly determined by the total number of feasible solution
categories |Ψ| = (

K−1
S−1

)
, which increases rapidly with more

workers and learning jobs. For example, we have
(
14
3

)
= 364

and
(
29
3

)
= 3, 654. Intuitively, to obtain near-optimal decisions,

we do not need to consider all feasible solution categories in
Ψ. In this way, the computational complexity is reduced with a
smaller set size.

As shown in Fig. 4, a rough and changing periodicity of the
incurred JCT can be observed.5 The main reason for the period-
icity is that resources are fungible or substitutable (i.e., learning
jobs can make similar progress using different resources). For
example, with K = 15, feasible solution categories {6, 6, 2, 1}
(ID = 18) and {5, 5, 2, 3} (ID = 159) incur similar average
JCT of 4,047.59 s and 4,046.35 s. The periodicity motivates
the use of sampling for low computational complexity. If we
randomly select a set of samples N (with size |N | = N ) from
Ψ and choose the sample with the lowest JCT as the solution,
non-negligible performance loss can be observed. Experimental
results in Section VI-B show that when N = 20, the average
JCT is increased by 7.65% and 10.43% for K = 15 and 30,
respectively.

For better approximation, the Job Prioritizing for Sampling
scheme is proposed in Algorithm 3. In Ψ, the values of
{K1, . . .,KS} change from {K − S + 1, . . ., 1} to {1, . . .,K −
S + 1}. The value of Ki in the rear part of {K1, . . .,KS}
gradually increases. The value Ti·|Πi|∑

k∈K ρi,k
denotes the compu-

tational latency if all workers are assigned to job i, which

5We believe the characteristic of periodicity remains applicable to other
resource allocation problems, irrespective of the specific experimental configura-
tions. We test the performance of feasible solutions categorization and matching
markets to other resource allocation problems, e.g., caching in distributed storage
systems [38]. Similar periodicity and “dense” structure can be observed. This
indicates that our design might be a potential solution to solve other resource
allocation problems.
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Fig. 6. Average JCT of learning jobs for all feasible solution categories in Ψ
with job prioritizing.

could be used to estimate its computational complexity. All
jobs S are sorted based on their value in ascending order.
Then, for a feasible solution category in the rear part of Ψ,
jobs with higher computational complexities are assigned more
workers, which helps reduce the JCT. Fig. 6 shows the average
JCT after job prioritizing; a trend of decline can be observed.
Therefore, we only select N samples in the rear part of Ψ, i.e.,
set Ψ[α

(
K−1
S−1

)
,
(
K−1
S−1

)
], α ∈ (0, 1). Experimental results show

that when N = 20 and α = 0.7, the average JCT is increased
by 2.95% and 5.10% for K = 15 and 30, respectively. More
samples help improve the performance of approximation.

Another observation we get from Figs. 4 and 5 is that the
feasible solution category with the lowest JCT may not yield
the highest fairness at the same time. For example, withK = 15,
the 94th feasible solution category {6, 5, 2, 2} incurs the lowest
JCT of 3,948.9 s with the fairness degree of 0.824. LetΛn andFn

denote the incurred average JCT and fairness degree of feasible
solution category n, n ∈ N . To strike a balance between JCT
and fairness, we will select the sample

n← arg max

{
β
minn∈N {Λn}

Λn
+ (1− β)Fn

}
, (34)

as the solution for near-optimal decisions, β ∈ [0, 1]. When β =
1, we focus on low JCT. When β = 0, we focus on high fairness.
As the matching markets method needsO(S ·K · Pmax) steps to
finish, the computational complexity of Algorithm 3 is reduced
to O(S ·K · Pmax ·N).

C. Implementation

Let us integrate all the proposed schemes and show how
they could be implemented in practice. The design workflow
is illustrated in Fig. 7. Heterogeneity-Aware Scheduler (HAS):
Given the numbers of active jobs S and workers K, the set of

Fig. 7. Workflow of our design.

TABLE III
DEEP LEARNING JOBS USED IN THE EXPERIMENTS

feasible solution categories Ψ can be derived through the sys-
tematic enumeration in Algorithm 1. UsingΨ and the throughput
matrix as input, the placement decision can be obtained based on
matching markets in Algorithm 2. Job Prioritizing for Sampling
(JPS): Based on the design of HAS, the sampling scheme is
applied to construct the sparsification of feasible solution cat-
egories, reducing the computational complexity with improved
scheduling fairness. Moreover, the throughput matrix is refined
on-the-fly based on the feedback from DL model training. The
parallelization policy will be recomputed when a reset event
occurs, e.g., job arrival or completion, worker failure, etc. For
job completion, if the learning model does not converge to the
desired value after Ti epochs, more epochs are assigned for a
new round of training.

VI. PERFORMANCE EVALUATION

We deploy a testbed of heterogeneous deep learning cluster
hosted on Compute Canada [39]. Our solutions are implemented
in Python to generate the parallelization policy for real-world
deep learning applications.

A. Experiment Setup

Testbed: We built a heterogeneous deep learning cluster con-
taining 15 and 30 workers on Compute Canada. Each worker is
equipped with one of three kinds of GPU cards, i.e., NVIDIA
Tesla V100, P100, or T4. Under default settings, the ratio of
numbers for the three kinds of workers is 1:1:1. Subsequently,
we employ data parallelism to train real-world deep learning
applications as listed in Table III, utilizing the DistributedDat-
aParallel framework provided by PyTorch [44]. These training
jobs are submitted and executed on the Compute Canada infras-
tructure, with the management facilitated by the Slurm Workload
Manager [40].

Simulator: To evaluate system scalability, we use the data
of training jobs collected from the testbed, i.e., the training
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Fig. 8. Topology of the simulated learning system.

throughput of various workers, to simulate a learning system
with more workers. Unless otherwise specified, the hardware
configuration follows the same distribution as the 15-worker
scenario. The heterogeneity in the GPU-oriented communica-
tion network is also considered as the data transmission rates
within a single node (via PCIe or NVLink) and across nodes
(via LAN) could be different. As shown in Fig. 8, multiple
GPUs accommodated within a node are interconnected using
PCIe or NVLink links [41]. We assume that every computing
node is equipped with 5 GPU workers, which is below the upper
limit of GPUs that can be directly connected [41]. The GPU-
to-GPU bandwidth inside a node is set to 300 Gbps. Then, all
computing nodes are interconnected with switches arranged in a
multi-tier Fat-tree network topology. This is because traditional
data center clusters are the leading architectures to support DNN
training, providing uniform bandwidth of 10 Gbps between node
pairs [18], [42], [43].

Learning Jobs: We evaluate the performance of our design
with five well-known deep learning applications imported from
PyTorch [44]. The five deep learning jobs can be classified
into two types, i.e., CNN and Transformer. The features of five
learning jobs, the used datasets for training, and the number
of training epochs Ti are shown in Table III. The validation
accuracy after Ti epochs of training is also provided. Under
default settings, S = 4 learning jobs are considered. Then, in
Section VI-B1, we evaluate the scalability of our design by
incrementally increasing S from 3 to 5.

Parameter Setting: Under default settings, we configure α
and β to be 0.7 and 1.0, respectively, as these values result in the
lowest JCT for the proposed scheme JPS. The impact of other
parameter settings is assessed in Section VI-B1.

Baselines: Four other schemes are introduced as baselines.
The first is Optimus [8]—It is a greedy method designed to
solve the learning job placement problem. First, each learning
job is allocated with one worker to avoid starvation. Then, all
jobs are sorted according to their marginal gains of reduced JCT
with added workers. Optimus iteratively selects the job with the
largest marginal gain and adds one worker to it. Please note that
load balancing is not considered in [8], i.e., the training dataset
is divided into equal-sized parts to feed the workers. By using
heuristics, Optimus is highly efficient with the computational
complexity of O(S ·K). The second is Optimus with Load
Balancing (Optimus-LB)—For a fair performance comparison,
we extend Optimus with the Proportional Workload Assignment
scheme designed in Section IV-A to accommodate the worker
heterogeneity. The third is exhaustive search—We consider all
feasible worker selection decisions to find the global optimal

Fig. 9. Normalized JCT (w.r.t. exhaustive search) of various schemes.

solution, minimizing the training latency of all learning tasks.
Considering the heterogeneity of workers, exhaustive search
also proportionally assigns training workloads to the selected
workers for a fair performance comparison. The time-consuming
exhaustive search scheme is used as a lower bound to evaluate
the performance of our design.

The three baselines above are static policies, which precom-
pute placement decisions at the beginning of job submission. The
decisions will not change during the training process. Similar
to the proposed HAS and JPS schemes, the static policies can
be extended to dynamic policies by considering reset events.
For a fair performance comparison with the dynamic policies,
Gavel [4] is introduced as the fourth baseline since the placement
decisions of these schemes will be recomputed occasionally
during the training process. Gavel predefines the number of
requested GPUs scale_factori for each learning job i ∈ S , and
calculates the fraction of wall-clock time a learning job should
spend on each type of GPU. Then, Gavel uses a round-based
scheduling scheme to ensure that the average resource allocation
each learning job receives over multiple rounds is close to the
computed allocation. Please note that Gavel only supports dis-
tributed training over a single type of GPU in a round, although
different types of GPUs may be selected over different rounds.
Therefore, the training dataset is divided into equal-sized parts
for load balancing in a round.

B. Evaluation Results

1) Without Reset Events: Figs. 9–14 compare the perfor-
mance of various schemes without considering reset events first.
All four schemes generate static policies at the beginning of
job submission. Fig. 9 shows the normalized JCT with regard
to the lowest value yielded by exhaustive search. Note that
exhaustive search incurs unacceptable long algorithm running
time (ART), as shown in Table IV. By using heuristics with no
performance guarantee, Optimus-LB incurs performance losses
of 15.1% for 15-worker and 30-worker scenarios, with negligible
computational overheads.

In contrast, the proposed HAS scheme classifies all feasible
solutions into different categories and uses matching markets
for decision making, which incurs the same average JCT as
exhaustive search but with a much lower ART. The computa-
tional complexity of HAS can be further reduced via sampling
without incurring much performance loss. Fig. 9 illustrates the
average JCT of the proposed JPS scheme over 100 rounds
of execution and its 90% confidence interval. Compared with

Authorized licensed use limited to: Memorial University. Downloaded on May 02,2024 at 17:21:47 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: SAMPLING-BASED MULTI-JOB PLACEMENT FOR HETEROGENEOUS DEEP LEARNING CLUSTERS 885

TABLE IV
THE AVERAGE ALGORITHM RUNNING TIME (ART) OF VARIOUS SCHEMES

Fig. 10. Fairness degree of various schemes.

Fig. 11. Average JCT of various schemes with the increased number of jobs
S.

exhaustive search, JPS (N = 60) incurs performance losses of
0.54% and 2.04% in JCT for 15-worker and 30-worker sce-
narios, respectively. More importantly, compared with HAS,
the ART is reduced by 4.86× and 49.15×. This indicates that
compared with exhaustive search and HAS, JPS scales well with
an increasing number of workers. Fig. 10 shows the fairness of
various scheduling schemes. Under the default settings with β,
the proposed HAS and JPS schemes only focus on low JCT,
incurring the fairness degree ranging from 0.779 to 0.829.

Impact of S: Fig. 11 shows the average JCT of various
schemes withS increasing from 3 to 5. Compared with Optimus-
LB, JPS (N = 60) incurs lower JCT ranging from 9.38% to
14.5%. Compared with exhaustive search, JPS (N = 60) incurs
performance loss ranging from 0.53% to 5.68%. As shown in
Table IV, the ART of exhaustive search and HAS is increased
by 82.17× and 143.18×, respectively. In contrast, the ART of
JPS (N = 60) is only increased by 3.16×, which demonstrates
the efficiency of the proposed sampling scheme.

Impact of α on JPS: The value of α affects the performance
of sampling. Let K = 15 and α = [0, 0.9], (1− α)

(
K−1
S−1

)
de-

creases from 364 to 36. As shown in Fig. 12, with the increase of
α from 0 to 0.7, more categories in the front part ofΨwith higher
JCT are not considered in sampling. The incurred JCT decreases.
However, the lowest JCT is yielded in the 276th category. With
the further increase ofα, more and more categories with low JCT

Fig. 12. Impact of α with K = 15.

Fig. 13. Impact of β with K = 15 and N = 40.

are also eliminated from sampling. The incurred JCT increases
with the further increase of α from 0.7 to 0.9.

Impact of β on JPS: The weight β strikes a trade-off between
JCT and fairness. For example, taking N = 60 samples from Ψ,
with the increase of β from 0 to 1.0, the average JCT decreases
from 4,301.35 s to 3944.17 s. The fairness degree decreases from
0.947 to 0.821.

Impact of Heterogeneity Degree: Based on the throughput
ρi,k, the heterogeneity degree among workers is defined as

H =

∑
k∈K

∑
i∈S ρi,k

K ·mink∈K
∑

i∈S ρi,k
. (35)

The intuition of (35) is that if the workers are homogeneous
with the same training throughput, the lowest heterogeneity
degree H = 1 can be achieved. Under the default setting, the
heterogeneity degree is H = 1.15, which becomes higher when
more workers are equipped with the more powerful Tesla V100
as opposed to T4 in the experiments. Fig. 14 shows the average
JCT of various schemes with the increase of heterogeneity de-
gree from 1.1 to 1.26. With more powerful workers, the average
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Fig. 14. Impact of heterogeneity degree H with K = 15.

Fig. 15. Impact of prediction errors ε (%).

Fig. 16. Impact of the number of workers.

JCT decreases. Compared with exhaustive search, Optimus in-
curs a performance loss ranging from 42.09% to 18.07% In con-
trast, HAS achieves the optimal JCT when H = 1.1, 1.15, and
1.21, and incurs a performance loss of 1.28% when H = 1.26.
Moreover, JPS (H = 60) incurs a performance loss ranging from
0.49% to 1.9%. Compared with Optimus, JPS (H = 60) reduces
the average JCT ranging from 41.4% to 15.87% at the cost of
acceptable computational overhead.

Impact of Prediction Errors: As we cannot ensure that the
throughput estimator is always accurate, how the prediction error
affects the performance is quantitatively analyzed. Let ρ∗i,k and
ε denote the actual throughput and the prediction error upper
bound, respectively. The predicted throughput is randomly gen-
erated in interval [(1− ε) · ρ∗i,k, (1 + ε) · ρ∗i,k]. Fig. 15 shows the
average JCT of various schemes over 100 rounds of execution.
With the increase of ε from 0 to 30%, the JCT yielded by the
proposed HAS and JPS schemes is only increased by 3.75% and
4.3%, respectively. The results demonstrate the robustness of
our design against prediction errors.

Impact of K: Fig. 16 shows the average JCT of various
schemes with the increasing number of workers. Please note that
HAS is not applied to the scenarios of K = 200 and K = 300
due to the prohibitively high computational overheads. With the
increase of K, the average JCT produced by all four schemes
decreases as more computational resources help to reduce the

TABLE V
THE AVERAGE ALGORITHM RUNNING TIME (ART) OF VARIOUS SCHEMES

Fig. 17. Performance comparison of various schemes with/without reset
events.

computation latency. As shown in Fig. 16, JPS consistently
achieves lower JCT compared to Optimus and Optimus-LB.

However, the performance gain of JPS over Optimus-LB
diminishes with the continued increase ofK. This is because the
communication latency, which is determined by the bottleneck
link, occupies an increasing proportion of the overall training la-
tency. For example, the JPS scheme (N = 40) yields an average
communication latency of 68.86 s and an average computation
latency of 201.30 s when K = 300. In contrast, Optimus-LB
yields an average communication latency of 69.13 s and an
average computation latency of 217.96 s while with reduced
ART as shown in Table V. The results show that the proposed
JPS scheme works well when applied to a cluster comprising tens
to hundreds of GPU workers. For larger-scale worker scenarios,
it may be more advantageous to use Optimus extended with
the proposed Proportional Workload Assignment scheme, i.e.,
Optimus-LB.

2) With Reset Events: When a job completion happens, the
policy will be recomputed among the remaining active jobs.
As shown in Fig. 17, compared with the static policy, the
average JCT is reduced ranging from 17.01% to 41.67%. Policy
recomputation with reset events is more beneficial for reducing
the makespan of learning jobs, where makespan represents the
maximum JCT of learning jobs. During the training process, the
jobs requiring higher computational capacity are assigned more
workers later. As shown in Fig. 17, the makespan is reduced
ranging from 27.34% to 44.35%.

Then, we compare the performance of the dynamic policies
considering reset events with Gavel. Gavel requires the number
of requested GPUs scale_factori as prior information. As Gavel
supports distributed training over a single type of GPU in a
round, the maximum value of scale_factori is 5 to ensure the
allocation does not oversubscribe GPU workers. Fig. 18 shows
the average JCT of learning jobs for different predefined values
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Fig. 18. Average JCT of using Gavel with the increased value of predefined
scale_factori for a learning job is shown. During this period, the scale factors
of other learning jobs are set to 5.

of scale_factori. The average JCT decreases with the increased
value of scale_factori from 1 to 5, while keeping the scale factors
of other learning jobs at 5. The lowest JCT of using Gavel can
be achieved when the scale factors of four learning jobs are set
to [5, 5, 5, 5].

However, limiting distributed training to a single type of GPU
in a round cannot fully utilize the computational resources in
heterogeneous computing clusters. Unlike Gavel, the proposed
HAS and JPS schemes can schedule distributed training over
multiple types of GPUs at a time. This means the number of
allocated GPUs could be greater than 5 for computationally
intensive learning jobs. As shown in Fig. 17, compared with
Gavel, the average JCT and the makespan yielded by HAS with
reset events are decreased by 21.2% and 71.3%, respectively.

VII. CONCLUSION AND FUTURE WORK

This article investigated the multi-job placement problem
while taking into account job sizing and load balancing in het-
erogeneous deep learning clusters, aiming to reduce the average
JCT of learning jobs. To be specific, we considered the widely
used Ring-AllReduce architecture with data parallelism for dis-
tributed training. To accelerate the training process, multiple
learning jobs may compete for computational resources. Con-
sidering the performance heterogeneity of workers, this paper
proposed a novel scheme based on proportional training work-
load assignment, feasible solution categorization, and matching
markets with theoretical guarantees. After job prioritizing, we
identified the declining trend of incurred JCT among feasible
solution categories. A sampling-based scheme was proposed to
reduce the computational complexity while ensuring scheduling
fairness. We deploy a testbed of heterogeneous deep learning
cluster hosted on Compute Canada for performance evaluation.
Evaluation results demonstrated that, when compared with the
globally optimal policy, the sampling-based scheme only incurs
a performance loss of about 2% with much higher solution
efficiency.

In future work, we plan to 1) focus on the auto-tuning of α
and β to improve the performance of sampling, and 2) extend
the considered scenario from data parallelism to model/hybrid
parallelism.

REFERENCES

[1] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778.

[2] J. Wang, K. Liu, G. Tzanetakis, and J. Pan, “Learning-based cooperative
sound event detection with edge computing,” in Proc. IEEE 37th Int.
Perform. Comput. Commun. Conf., 2018, pp. 1–8.

[3] J. Devlin, M. W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-training of
deep bidirectional transformers for language understanding,” 2018, arXiv:
1810.04805.

[4] D. Narayanan, K. Santhanam, F. Kazhamiaka, A. Phanishayee, and M. Za-
haria, “Heterogeneity-aware cluster scheduling policies for deep learning
workloads,” in Proc. 14th USENIX Conf. Operating Syst. Des. Implemen-
tation, 2020, pp. 481–498.

[5] C. Chen, Q. Weng, W. Wang, B. Li, and B. Li, “Accelerating distributed
learning in non-dedicated environments,” IEEE Trans. Cloud Comput.,
vol. 11, no. 1, pp. 515–531, First Quarter 2023.

[6] J. Gu et al., “Tiresias: A GPU cluster manager for distributed deep
learning,” in Proc. 16th USENIX Conf. Netw. Syst. Des. Implementation,
2019, pp. 485–500.

[7] A. Sultana, L. Chen, F. Xu, and X. Yuan, “E-LAS: Design and analysis of
completion-time agnostic scheduling for distributed deep learning cluster,”
in Proc. 49th Int. Conf. Parallel Process., 2020, pp. 1–11.

[8] Y. Peng, Y. Bao, Y. Chen, C. Wu, and C. Guo, “Optimus: An efficient
dynamic resource scheduler for deep learning clusters,” in Proc. 13th
EuroSys Conf., 2018, pp. 1–14.

[9] Y. Bao, Y. Peng, and C. Wu, “Deep learning-based job placement in
distributed machine learning clusters,” in Proc. IEEE Conf. Comput.
Commun., 2019, pp. 505–513.

[10] K. Mahajan et al., “THEMIS: Fair and efficient GPU cluster scheduling,”
in Proc. 17th USENIX Conf. Netw. Syst. Des. Implementation, 2020,
pp. 289–304.

[11] D. Narayanan et al., “Solving large-scale granular resource allocation prob-
lems efficiently with POP,” in Proc. ACM SIGOPS 28th Symp. Operating
Syst. Princ., 2021, pp. 521–537.

[12] K. Nagrecha and A. Kumar, “Saturn: An optimized data system for multi-
large-model deep learning workloads,” Proc. VLDB Endowment, vol. 17,
no. 4, pp. 712–725, 2023.

[13] W. Gao et al., “Deep learning workload scheduling in GPU datacenters:
Taxonomy, challenges and vision,” 2022, arXiv:2205.11913.

[14] P. Samal and P. Mishra, “Analysis of variants in round robin algorithms
for load balancing in cloud computing,” Int. J. Comput. Sci. Inf. Technol.,
vol. 4, no. 3, pp. 416–419, 2013.

[15] A. N. Tantawi and D. Towsley, “Optimal static load balancing in distributed
computer systems,” J. ACM, vol. 32, no. 2, pp. 445–465, 1985.

[16] A. Harlap et al., “Addressing the straggler problem for iterative con-
vergent parallel ML,” in Proc. 7th ACM Symp. Cloud Comput., 2016,
pp. 98–111.

[17] Q. Su, M. Wang, D. Zheng, and Z. Zhang, “Adaptive load balancing for
parallel GNN training,” in Proc. MLSys Workshop GNNSys, 2021, pp. 1–8.

[18] W. Wang et al., “TopoOpt: Co-optimizing network topology and paral-
lelization strategy for distributed training jobs,” in Proc. 20th USENIX
Conf. Netw. Syst. Des. Implementation, 2023, pp. 739–767.

[19] Z. Jia, M. Zaharia, and A. Aiken, “Beyond data and model parallelism for
deep neural networks,” in Proc. Mach. Learn. Syst., 2019, pp. 1–13.

[20] L. Suresh et al., “Building scalable and flexible cluster managers using
declarative programming,” in Proc. 14th USENIX Conf. Operating Syst.
Des. Implementation, 2020, pp. 827–844.

[21] D. Easley and J. Kleinberg, Networks, Crowds, and Markets. Cambridge,
U.K.: Cambridge Univ. Press, 2010.

[22] M. Abadi et al., “TensorFlow: A system for large-scale machine learning,”
in Proc. 12th USENIX Conf. Operating Syst. Des. Implementation, 2016,
pp. 265–283.

[23] Y. Jia et al., “Caffe: Convolutional architecture for fast feature embedding,”
in Proc. 22nd ACM Int. Conf. Multimedia, 2014, pp. 675–678.

[24] T. Chen et al., “MXNet: A flexible and efficient machine learning library
for heterogeneous distributed systems,” 2015, arXiv:1512.01274.

[25] V. K. Vavilapalli et al., “Apache hadoop YARN: Yet another resource
negotiator,” in Proc. 4th ACM Symp. Cloud Comput., 2013, pp. 1–16.

[26] Z. Tang, S. Shi, X. Chu, W. Wang, and B. Li, “Communication-efficient
distributed deep learning: A comprehensive survey,” 2020. [Online]. Avail-
able: https://arxiv.org/abs/2003.06307

[27] NCCL, 2024. [Online]. Available: https://developer.nvidia.com/nccl
[28] Gloo, 2024. [Online]. Available: https://github.com/facebookincubator/

gloo

Authorized licensed use limited to: Memorial University. Downloaded on May 02,2024 at 17:21:47 UTC from IEEE Xplore.  Restrictions apply. 

https://arxiv.org/abs/2003.06307
https://developer.nvidia.com/nccl
https://github.com/facebookincubator/gloo
https://github.com/facebookincubator/gloo


888 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 35, NO. 6, JUNE 2024

[29] Baidu-AllReduce, 2017. [Online]. Available: https://github.com/baidu-
research/baidu-allreduce

[30] K. Hsieh et al., “Gaia: Geo-distributed machine learning approaching LAN
speeds,” in Proc. 14th USENIX Conf. Netw. Syst. Des. Implementation,
2017, pp. 629–647.

[31] Q. Ho et al., “More effective distributed ML via a stale synchronous parallel
parameter server,” in Proc. 26th Int. Conf. Neural Inf. Process. Syst., 2013,
pp. 1223–1231.

[32] B. Recht, C. Ré, S. J. Wright, and F. Niu, “HOGWILD: A lock-free
approach to parallelizing stochastic gradient descent,” in Proc. 24th Int.
Conf. Neural Inf. Process. Syst., 2011, pp. 693–701.

[33] C. Delimitrou and C. Kozyrakis, “Quasar: Resource-efficient and QoS-
aware cluster management,” ACM SIGPLAN Notices, vol. 49, no. 4,
pp. 127–144, 2014.

[34] J. S. Hunter, “The exponentially weighted moving average,” J. Qual.
Technol., vol. 18, no. 4, pp. 203–210, 1986.

[35] N. Katoh and T. Ibaraki, “Resource allocation problems,” in Hand-
book of Combinatorial Optimization, Berlin, Germany: Springer, 2013,
pp. 905–1006.

[36] P. Flajolet and R. Sedgewick, Analytic Combinatorics. Cambridge, U.K.:
Cambridge Univ. Press, 2009.

[37] R. Jain, D. Chiu, and W. Hawe, “A quantitative measure of fairness and
discrimination for resource allocation in shared computer systems,” DEC
Research Report TR-301, pp. 1–38, Sep. 1984.

[38] K. Liu, J. Peng, J. Wang, Z. Huang, and J. Pan, “Adaptive and scalable
caching with erasure codes in distributed cloud-edge storage systems,”
IEEE Trans. Cloud Comput., vol. 11, no. 2, pp. 1840–1853, Second
Quarter, 2023.

[39] Compute Canada, 2024. [Online]. Available: https://alliancecan.ca/en/
services/advanced-research-computing/acknowledging-alliance

[40] Slurm, 2024. [Online]. Available: https://slurm.schedmd.com/
documentation.html

[41] NVLink and NVSwitch, 2024. [Online]. Available: https://www.nvidia.
com/en-us/data-center/nvlink/

[42] Y. Jiang, Y. Zhu, C. Lan, B. Yi, Y. Cui, and C. Guo, “A unified architecture
for accelerating distributed DNN training in heterogeneous GPU/CPU
clusters,” in Proc. 14th USENIX Conf. Operating Syst. Des. Implemen-
tation, 2020, pp. 463–479.

[43] M. Al-Fares, A. Loukissas, and A. Vahdat, “A scalable, commodity
data center network architecture,” in Proc. ACM SIGCOMM Conf. Data
Commun., 2008, pp. 63–74.

[44] PyTorch, 2024. [Online]. Available: https://pytorch.org/
[45] CIFAR10, 2009. [Online]. Available: http://www.cs.toronto.edu/kriz/

cifar.html
[46] Tiny ImageNet, 2017. [Online]. Available: https://www.kaggle.com/c/

tiny-imagenet
[47] WikiText-2, 2016. [Online]. Available: https://pytorch.org/text/stable/

datasets.html#torchtext.datasets.WikiText2

Kaiyang Liu (Member, IEEE) received the PhD de-
gree from the School of Information Science and
Engineering, Central South University, in 2019. He is
currently an assistant professor with the Department
of Computer Science, Memorial University of New-
foundland (MUN), St. John’s, Newfoundland and
Labrador, Canada. Before joining MUN, he worked as
a postdoctoral fellow with the University of Victoria,
Victoria, British Columbia, Canada. His current re-
search areas include distributed cloud/edge comput-
ing and storage networks, data center networks, and

distributed machine learning. One of his papers is one of three IEEE LCN 2018
Best Paper Award candidates. In recognition of his contributions to cost-effective
services in cloud data centers, he received the IEEE Technical Committee on
Cloud Computing (TCCLD) Outstanding PhD Thesis Award, in 2020.

Jingrong Wang (Student Member, IEEE) received
the bachelor’s degree from the School of Electronic
and Information Engineering, Beijing Jiaotong Uni-
versity, in 2017, and the MSc degree in computer
science from the University of Victoria, in 2019. She
is currently working toward the PhD degree with the
University of Toronto. Her research interests cover
wireless communications, mobile edge computing,
and distributed machine learning.

Zhiming Huang (Student Member, IEEE) received
the bachelor’s degree in communication engineering
from Northwestern Polytechnical University, Xi’an,
China, in 2018, and the master’s degree in computer
science from the University of Victoria, BC, Canada,
in 2020, where he is currently working toward the
PhD degree in computer science. His research interest
includes design and analysis of online learning in
communication networks.

Jianping Pan (Fellow, IEEE) received the bachelor’s
and PhD degrees in computer science from Southeast
University, Nanjing, Jiangsu, China, and he did his
postdoctoral research with the University of Water-
loo, Waterloo, Ontario, Canada. He is currently a
professor of computer science with the University
of Victoria, Victoria, British Columbia, Canada. He
also worked with Fujitsu Labs and NTT Labs. His
area of specialization is computer networks and dis-
tributed systems, and his current research interests
include protocols for advanced networking, perfor-

mance analysis of networked systems, and applied network security. He received
the IEICE Best Paper Award, in 2009, the Telecommunications Advancement
Foundation’s Telesys Award, in 2010, the WCSP 2011 Best Paper Award, the
IEEE Globecom 2011 Best Paper Award, the JSPS Invitation Fellowship, in
2012, the IEEE ICC 2013 Best Paper Award, and the NSERC DAS Award, in
2016, is a coauthor of one of three IEEE LCN 2018 Best Paper Award candidates,
and has been serving on the technical program committees of major computer
communications and networking conferences including IEEE INFOCOM, ICC,
Globecom, WCNC and CCNC. He was the Ad Hoc and Sensor Networking
Symposium co-chair of IEEE Globecom 2012 and an associate editor of IEEE
Transactions on Vehicular Technology. He is a senior member of the ACM.

Authorized licensed use limited to: Memorial University. Downloaded on May 02,2024 at 17:21:47 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/baidu-research/baidu-allreduce
https://github.com/baidu-research/baidu-allreduce
https://alliancecan.ca/en/services/advanced-research-computing/acknowledging-alliance
https://alliancecan.ca/en/services/advanced-research-computing/acknowledging-alliance
https://slurm.schedmd.com/documentation.html
https://slurm.schedmd.com/documentation.html
https://www.nvidia.com/en-us/data-center/nvlink/
https://www.nvidia.com/en-us/data-center/nvlink/
https://pytorch.org/
http://www.cs.toronto.edu/kriz/cifar.html
http://www.cs.toronto.edu/kriz/cifar.html
https://www.kaggle.com/c/tiny-imagenet
https://www.kaggle.com/c/tiny-imagenet
https://pytorch.org/text/stable/datasets.html#torchtext.datasets.WikiText2
https://pytorch.org/text/stable/datasets.html#torchtext.datasets.WikiText2


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


